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Spatial Reasoning 

RUTH M. J. BYRNE AND P. N. JOHNSON-LAIRD 

MRC Applied Psychology Unit, Cambridge CB2 2EF, England 

We carried out two experiments to investigate how people reason about the spatial rela- 
tions among objects. The experiments were designed to test a theory of spatial inference 
based on mental models. The theory predicts that problems requiring only one model of the 
spatial layout to be constructed should be easier than those requiring more than one model 
to be constructed, even when the multiple-model problems have valid conclusions. A con- 
trasting theory, based on rules of inference, predicts that problems based on fewer infer- 
ential steps should be easier than problems based on more steps. The first experiment held 
constant the number of inferential steps specified by the inference-rule theory, but varied 
the number of models required to make a valid response: the one-model problems were 
reliably easier than the problems requiring more than one model. The second experiment 
contrasted opposing predictions from the two theories, and once again the results supported 
the model-based theory. 6 1989 Academic &SS, IIIC. 

In daily life, many inferences depend on 
relations. If, for example, a law asserts that 
dog owners must pay a tax, and Alicia owns 
a labrador, then one can readily infer that 
she must pay the tax. Strictly speaking, the 
inference is based on a missing premise that 
establishes the relation of class-inclusion 
between labradors and dogs. Ordinary indi- 
viduals, unlike logicians, neither notice that 
the premise is missing nor categorize the 
inference as invalid on these grounds. They 
know that labradors are dogs and they au- 
tomatically use this knowledge in drawing 
the conclusion. The relation of class inclu- 
sion is ubiquitous, perhaps because it gives 
rise to transitive inferences, and so it plays 
a central part in theories of semantic mem- 
ory (e.g., Collins & Quillian, 1969; Rips, 
Shoben, & Smith, 1973; Miller & Johnson- 
Laird, 1976). 

Comparative adjectives, such as “taller 
than,” are another source of relations that 
yield transitive inferences. Thus, given the 
premises 

Cathy is taller than Linda 
Linda is taller than Mary, 

Reprint requests should be addressed to Dr. Ruth 
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it is easy to deduce that 

Cathy is taller than Mary. 

It is very much harder, however, to deter- 
mine exactly how people make these so- 
called “three term series” inferences. 
Their introspective reports have little to say 
about underlying mental processes (Evans, 
1989), and there has been considerable con- 
troversy about the correct interpretation of 
the various experimental results (see, e.g., 
Hunter, 1957; Huttenlocher, 1968; Clark, 
1969; Potts, 1972; Griggs & Osterman, 
1980; Sternberg, 1981; Richardson, 1987). 
For example, the difference between “neg- 
ative-equatives” such as “x is not as good 
as y” and affirmative premises is consistent 
with various theories (see Evans, 1982 for a 
review). The problem of identifying the in- 
ferential mechanism is made still harder by 
the fact that people can use different strat- 
egies in solving these problems (Sternberg 
& Weil, 1980; Egan & Grimes-Farrow, 
1982). These difficulties have left open the 
nature of the underlying processes of de- 
ductive reasoning, and it has been modelled 
in two quite distinct ways. 

The first sort of theories are based on 
proof-theoretic methods, and they postu- 
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late a mental logic consisting of formal rules 
of inference that are used to derive conclu- 
sions in a quasi-syntactic way (see, e.g., In- 
helder & Piaget, 1958; Osherson, 1975; 
Braine, 1978; Rips, 1983). The first step ac- 
cording to such theories is to translate the 
premises into a language-like mental repre- 
sentation that makes their logical form ex- 
plicit. Inference rules can then be applied to 
these representations in order to derive a 
conclusion. A rule must correspond to the 
forms to which it is applied (i.e., the pre- 
mises, or assertions, derived for them). 
Whenever the premises fail to match the 
logical form of the rule, then the rule cannot 
be applied to them. If the conclusion is to 
be derived, it is mandatory either to find an 
alternative rule or to make a preliminary 
inference to an assertion that does have the 
required logical form. 

The logical properties of relations can be 
captured by general schemas, such as the 
following one for transitivity (where “R” 
denotes a relation): 

For any x, y, and z, if xRy 
and yRz, then XRZ. 

All transitive relations, such as “taller 
than,” must be tagged in some way to in- 
dicate that this schema applies to them 
(BarHillel, 1967). Alternatively, each indi- 
vidual transitive relation can have its own 
meaning postulate, e.g., 

For any x, y, and z, if x is taller than y, 
and y is taller than z, then x is taller 

than z. 

Experimenters have yet to determine 
whether such postulates are represented in 
the mind (but see, e.g., Cheng, Holyoak, 
Nisbett, & Oliver, 1986; Fodor, 1977; 
Kintsch, 1974). 

The second sort of theories are based on 
model-theoretic methods, and they postu- 
late semantic procedures for generating 
valid conclusions. Such theories applied to 
three-term series problems propose that 

people use their understanding of the pre- 
mises to imagine the state of affairs they 
describe-they construct a scenario, im- 
age, or spatial array of the situation, which 
they then use as a basis for reasoning (see, 
e.g., De Soto, London, & Handel, 1965; 
Huttenlocher, 1968; Erickson, 1974; Stern- 
berg, 1985). 

An unfortunate fact about the study of 
three-term series problems is that it has not 
yielded any clear answer to the question of 
which of these two sorts of theory-the 
proof-theoretic or the model-theoretic-is 
correct. Moreover, no such answer seems 
likely to be forthcoming from studying 
these problems. They are so simple that the 
two theories appear to mimic one another 
in their predictions, and so it may be im- 
possible to design a crucial experiment. A 
more promising domain concerns a richer 
sort of relational reasoning that has been 
hitherto neglected: spatial inference. 

Previous studies of how people under- 
stand spatial descriptions, such as 

The knife is in front of the vase. 
The vase is on the left of the glass. 
The glass is behind the dish. 

have established that subjects tend to en- 
visage such layouts as symmetric with ap- 
proximately equal distances between adja- 
cent objects (Ehrlich & Johnson-Laird, 
1982) and that they can represent the con- 
tent of such descriptions in two distinct 
ways, one closer in structure to the linguis- 
tic form of the description itself and the 
other to the structure of the state of affairs 
that is described (Mani & Johnson-Laird, 
1982). In this paper, we will consider how 
people make inferences from spatial de- 
scriptions. 

SPATIAL REASONING BY RULES 
ORMODELS 

Spatial reasoning is ubiquitous in our ev- 
eryday interactions with the world: it un- 
derlies out ability to plan a route, to locate 
entities, and to envisage objects from de- 
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scriptions of their arrangement. A simple 
sort of spatial inference depends on pre- 
mises that describe a one-dimensional lay- 
out of objects, such as: 

A is on the right of B 
C is on the left of B 
Hence, A is on the right of C. 

A meaning postulate for making this infer- 
ence is: 

If x is on the right of y, and z is on the left 
of y, then x is on the right of z 

and inference-rule systems containing such 
postulates have been proposed for human 
reasoning (e.g., Hagert, 1983; Ohlsson, 
1981, 1984, 1988). A second sort of one- 
dimensional problem depends on premises 
such as: 

B is on the right of A 
C is on the left of B 

which do not yield any valid conclusion 
about the relation between A and C. These 
premises fail to match any of the formal 
rules in the system and hence the response 
of no valid conclusion can be made (al- 
though, strictly speaking, a conjunction of 
the two premises could be inferred). An in- 
ference-rule theory might thus predict that 
people should find it easier to make an in- 
ference from the first problem than from 
the second problem. 

The model-based theory makes the same 
prediction for these simple problems, but 
for different reasons. According to this the- 
ory, in order to understand the premise: 

A is on the right of B, 

it is necessary to grasp the meaning of the 
relational predicate, “on the right of.” This 
knowledge, together with compositional 
principles that combine meanings accord- 
ing to syntactic relations, can be used to 
construct a representation of a specific sit- 
uation that satisfies the premise. 

A computer program implementing the 
theory builds up two-dimensional spatial 

arrays containing tokens in the positions 
described by such premises (see Johnson- 
Laird, 1983, Chap. 11). Given an initial 
premise of the form: 

A is on the right of B, 

it constructs an initial minimal array that 
satisfies the truth conditions of the premise: 

BA 

assuming a viewpoint such as an observer 
would have standing in front of the objects. 
The meaning of “on the right of’ specifies 
an appropriate increment to one Cartesian 
coordinate while holding the other coordi- 
nate constant. The program checks each 
subsequent premise to determine whether it 
makes reference to any items already in the 
array. Given the second premise: 

C is on the left of B, 

it accordingly finds B in the model, and us- 
ing its representation of the meaning of “on 
the left of,” it inserts C into the array in an 
appropriate place: 

CBA 

A further assertion: 

A is on the right of C 

contains only referents that are already in 
the array, and so a procedure is called to 
verify the premise-again, using the mean- 
ing of “on the right of.” The verification 
procedure returns the value “true” for the 
assertion because its truth conditions are 
satisfied by the items in the array. This 
evaluation, in turn, elicits a falsification 
procedure that searches for an alternative 
model of the previous premises that falsi- 
fies the current assertion. The procedure 
does not use inference rules sensitive to the 
logical form of the premises, but seeks to 
rearrange the model without violating the 
meaning of the premises. If there is such an 
alternative, then the current assertion pro- 
vides new information by ruling out this 
possibility. In the present case, however, 
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there is no such alternative and so, as the 
program indicates, the conclusion is valid: 
it must be true given that the previous pre- 
mises are true. On this account the transi- 
tivity of a relation, such as “X is on the right 
of y” derives, not from an inference rule for 
transitivity, but from the meaning of the re- 
lation and the way that meaning is used in 
the construction of models. 

Given the premises of the second prob- 
lem: 

B is on the right of A 
C is on the left of B, 

the program constructs the model: 

CAB 

A further assertion: 

C is on the left of A 

is once more, true in the model, and so the 
falsification procedure is triggered. In this 
case, however, the process of revising the 
model succeeds in constructing an alterna- 
tive model of the premises: 

ACB 

which refutes the more recent assertion 
since the C is now on the right of the A. 
This model must be considered along with 
the previous one to determine whether 
there is any conclusion that holds over both 
of them-again, if there is such a conclu- 
sion, it too should be tested in the same 
way. In fact, there is no conclusion interre- 
lating A and C that is true in both models 
and so the premises do not support a valid 
deduction. 

For these one-dimensional problems, the 
number of models that a problem requires 
is confounded with the validity of the infer- 
ences: single-model problems support a 
valid conclusion, whereas multiple-model 
problems support no valid conclusion, and 
it is not possible to disentangle these two 
variables. However, other sorts of prob- 
lems that describe a two-dimensional lay- 
out allow these variables to be examined 

separately. They also yield divergent pre- 
dictions from the two sorts of theory. 

Consider the following inference (Prob- 
lem I): 

1. AisontherightofB 
2. C is on the left of B 
3. D is in front of C 
4. E is in front of B. 

Hence, D is on the left of E. 

Hagert (1983) has proposed an ingenious in- 
ference-rule system for two-dimensional 
reasoning that uses the following sorts of 
one- and two-dimensional rules: 

a. Left (x,y> & Front (z, x) + Left (front 
(z, x), y), where the right-hand side signifies 
“z is in front of x, all of which is on the left 
of y.” 

b. Left (x, y) & Front (z, y) + Left (x, 
front (z, y)), where the right-hand side sig- 
nifies “x is on the left of z which is in front 
of y.” 

c. Left (x, y) & Left (u, z) -+ Left (x, left 
6J3 z)). 

d. Left (x, y) * Right ty, x). 
e. Left (front (x, y), z) + Left (x, z) & 

Left (y, z) & Front (x, y). 
J Left (x, front (v, z)) -+ Left (x, y) & 

Left (x, z) & Front (y, z). 
g. Left (x, left (y, z)) + Left (x, y) & Left 

(x, z) 8~ Left 01, z). 
h. Left (x, y) + - Right (x, y). 
i. Right (x, y) + - Left (x, y). 

The first premise in the problem is irrele- 
vant, and the inference rules must be used 
to derive the relations between D, C, and B, 
and then those between D, E, and B. before 
there is sufficient information to use a rule 
to infer the relation between D and E. Thus, 
the proof proceeds by deriving the relation 
between D, C, and B: 

5. C is on the left of B and D is in front of 
C [conjunction of premises 2 and 31. 

6. D is in front of C, which is on the left 
of B [rule a to 51 which is equivalent to: 

7. D is on the left of B, and C is on the 
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left of B, and D is in front of C [rule e to 61. 

Now, the relation between D, E, and B can 
be derived: 

8. D is on the left of B [conjunction elim- 
ination to 71. 

9. D is on the left of B and E is in front 
of B [conjunction of 8 and premise 41. 

10. D is on the left of E which is in front 
of B [rule b to 91 which is equivalent to: 

11. D is on the left of E, and D is on the 
left of B, and E is in front of B [rulefto IO]. 

12. D is on the left of E [conjunction 
elimination to 111, which is the required 
conclusion. 

The following problem (Problem II): 

B is on the right of A 
C is on the left of B 
D is in front of C 
E is in front of B. 
Hence, D is on the left of E, 

requires an identical derivation. The first 
premise is again irrelevant, and the remain- 
ing three are the same as those of Problem 
I. Hence, if people are using such rules, 
there should be no reliable difference in dif- 
ficulty between Problem I and Problem II. 

In contrast, the model-based theory pre- 
dicts a difference in the diffkulty of the two 
problems. The premises of Problem I yield 
the model: 

CBA 
DE 

The relation between D and E can be estab- 
lished in a way similar to the evaluation of 
the assertion: 

D is on the left of E. 

The procedure that revises models will not 
succeed in producing an alternative model 
that refutes this assertion, and so D must be 
on the left of E. Thus, this set of premises 
can be classified as a single-model problem 
that supports a valid conclusion. 

The premises of Problem II, however, 

are consistent with at least two distinct 
models. One model is 

CAB 
D E 

which supports the conclusion 

D is on the left of E. 

The falsification procedure succeeds in 
constructing an alternative model of the 
premises 

ACB 
DE 

but both of these models support the same 
conclusion, and there is no alternative 
model that falsifies it. Hence, Problem II is 
a multiple-model problem that supports a 
valid conclusion. The model-based theory 
predicts that a problem which requires 
more than one model will be harder than 
one which requires only one model, and so 
it predicts that Problem II should be harder 
than Problem I. 

Some two-dimensional problems do not 
yield a valid answer, e.g., Problem III: 

B is on the right of A 
C is on the left of B 
D is in front of C 
E is in front of A. 
What is the relation between D and E? 

Both theories predict that these problems 
should be hardest of all. According to the 
inference-rule theory, they should be diffi- 
cult because the response of “no valid 
conclusion” is forthcoming only after all 
possible derivations have been tried. Ac- 
cording to the model-based theory, the pre- 
mises of Problem III support two models: 

CAB ACB 
DE ED 

in which there is no common relation be- 
tween D and E. The theory predicts that 
this problem will be harder than the one- 
model Problem I. It also predicts that it will 
be harder than the multiple-model Problem 
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II that supports a valid conclusion. Where 
the multiple models support a valid conclu- 
sion, a reasoner who in fact constructs just 
one model will nevertheless draw the cor- 
rect conclusion. However, where the mul- 
tiple models do not support a valid conclu- 
sion, a reasoner who constructs just one 
model will make an erroneous inference, 
because the only way to appreciate that 
there is no valid conclusion is to consider 
more than one model of the premises. 

EXPERIMENT 1 

Because there had been no previous 
studies of two-dimensional spatial infer- 
ences, our principal aim was to find out 
whether people were capable of making 
such inferences. Evidence from three-term 
series problems suggested that subjects 
would have no difficulty with one- 
dimensional problems, and so we designed 
the experiment to compare the ease of such 
inferences with those based on two- 
dimensional layouts. We naturally ex- 
pected that the two-dimensional problems 
would be harder than the one-dimensional 
ones. 

Our second aim was to make a prelimi- 
nary comparison between the inference- 
rule and the model-based theories. We 
therefore examined three sorts of two- 
dimensional problems: those that yield a 
valid conclusion based on one model (such 
as Problem I above), those that yield a valid 
conclusion based on more than one model 
(such as Problem II), and those that do not 
yield a valid conclusion from their multiple 
models (such as Problem III). The model- 
based theory predicts that the one-model 
problems should be easier than the multi- 
ple-model problems with a valid conclu- 
sion; the inference-rule theory makes no 
such prediction. Both theories predict that 
the problems lacking a valid conclusion 
should be hardest of all. 

Method 

Design and materials. The subjects acted 
as their own controls and each received five 

sorts of problem: one-dimensional prob- 
lems with valid answers, one-dimensional 
problems with no valid answers, two- 
dimensional problems with valid answers, 
and which, according to the model-based 
theory, have one model, two-dimensional 
problems with valid answers and which, ac- 
cording to the model-based theory, have 
more than one model, and two-dimensional 
problems with no valid answers. The one- 
dimensional problems consisted of two pre- 
mises and the two-dimensional problems 
consisted of four premises. The two- 
dimensional problems were in the following 
sort of orientation: 

ABC 
D E 

Each subject received five, six, or seven 
instances of each of the five types of prob- 
lem, and each problem was presented with 
different lexical materials about various do- 
mains concerning familiar objects, such as 
cups and plates, drawn from the same se- 
mantic domain. These sets of objects were 
assigned to the problems at random in order 
to produce two sets of materials. Half the 
subjects received one set and half the sub- 
jects received the other set. 

Procedure. The subjects were given the 
instructions by way of an example. They 
were told that the experimenter would read 
aloud a description of the layout of some 
objects, which they could imagine arranged 
on the tabletop in front of them. They were 
encouraged to listen attentively since the 
description would be read only once, al- 
though at a reasonable pace. They would 
then be asked about the location of two of 
the objects, e.g., “What is the relation be- 
tween the cup and the plate?” In fact, the 
two items in the question were always the 
end-terms for the two-premise problems, 
and the pair of items (the D and the E in the 
examples above) that were not explicitly in- 
terrelated in any premise of the four- 
premise problems. Finally, the subjects 
were told that for some of the problems 
they might think there was not enough in- 
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formation to determine the relation be- mensional problems (Wilcoxon’s T = 1, N 
tween the two objects; in which case, they = 14, p < O.Ol), and for the two- 
were to say so. Their responses were re- dimensional problems (Wilcoxon’s T = 1, 
corded on cassette recorder. N = 15, p < 0.01). 

Subjects. The 15 subjects (11 women and 
4 men) ranged in age from 19 to 53 years 
old. They were members of the APU sub- 
ject panel, and they were paid &3 per hour 
for participating in the experiment, which 
lasted just under half an hour. 

Discussion 

Results 

The percentages of correct responses are 
presented in Table 1. Contrary to our ex- 
pectations, the subjects coped as readily 
with the two-dimensional inferences (39% 
correct) as with the one-dimensional infer- 
ences (44% correct), and the difference be- 
tween them was not reliable (Wilcoxon’s T 
= 45.5, n = 15, p > 0.05). However, as 
Table 1 shows, the results corroborated the 
model-based prediction: there were more 
correct responses to the valid problems that 
required one model (61% correct) than to 
the valid problems that required more than 
one model (50% correct) and this difference 
was reliable (Wilcoxon’s T = 30.5, N = 15, 
p < 0.05). 

The experiment showed that people can 
reason about the spatial relations between 
objects and do not seem to find the two- 
dimensional spatial layouts any harder than 
the one-dimensional layouts. Problems 
with a valid answer are evidently easier 
than problems with no valid answer. This 
phenomenon is consistent with both the in- 
ference-rule theory and the model-based 
theory, but it would also have occurred if 
subjects were loath to respond that there is 
no definite answer. This explanation seems 
implausible, especially given so striking a 
difference in accuracy, because subjects do 
quite well with syllogisms that do not sup- 
port a valid conclusion (see, e.g., Johnson- 
Laird & Bara, 1984; but cf. Rumain, Con- 
nell, & Braine, 1983). 

Finally the results corroborated the pre- 
diction common to the two theories: prob- 
lems with a valid answer were easier than 
those with no valid answer. There were 
59% correct responses overall to the prob- 
lems with a valid conclusion, but there 
were only 18% correct responses to the 
problems without a valid conclusion 
(Wilcoxon’s T = 1, N = 15, p < 0.01). This 
difference was reliable for both the one di- 

TABLE 1 
THE PERCENTAGE OF CORRECT RESPONSES TO THE 

PROBLEMS IN EXPERIMENT 1 

Single Multiple Multiple 
model model model 
(valid (valid (no valid 

Descriptions conclusion) conclusion) conclusion) 

The result that people make more correct 
inferences from one-model problems than 
from multiple-model problems corrobo- 
rates the model-based theory. Because 
these two sorts of problem require identical 
formal derivations, the result cannot be 
predicted by the inference-rule theory. The 
premises used in the derivations for the two 
sorts of problem are the same. In Problem 
I, the irrelevant first premise could be used 
to derive, en passant, an ultimately useless 
inference about the relation between A and 
C. The derivation for Problem I would then 
contain an extra step interrelating them. 
The derivation for Problem II would be 
unaltered because the rules cannot interre- 
late A and C. But, this difference in the 
derivation lengths would predict incor- 
rectly that Problem I should be harder than 
Problem II. 

Two-premise 69 19 
Four-premise 61 50 18 

We have established that two-dimen- 
sional reasoning is a feasible task for exam- 
ining theories of reasoning, and that the in- 
ference-rule theory that we have consid- 
ered fails to predict an observed difference 
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that is predicted by the model-based the- 
ory. A more stringent test, however, needs 
to pit the inference-rule and model-based 
theories directly against each other on 
problems where the inference-rule theory 
predicts a difference in one direction, and 
the model-based theory predicts a differ- 
ence in the opposite direction. Our second 
experiment makes such a comparison be- 
tween the two theories. 

EXPERIMENT 2 

In this experiment we examined three 
sorts of two-dimensional inferences. First, 
one-model problems of the following sort 
(Problem IV): 

1. A is on the right of B 
2. C is on the left of B 
3. DisinfrontofC 
4. E is in front of A 

What is the relation between D and E? 

Unlike Problem I, there is no premise that 
directly asserts the relation between the 
pair of items to which D and E are directly 
related. Hence, the relation between them 
has to be inferred. The first two premises of 
the problem: 

1. A is on the right of B 
2. C is on the left of B 

have to be used to make the following sort 
of derivation: 

5. B is on the right of C [rule d to pre- 
mise 21 

6. A is on the right of B and B is on the 
right of C [conjunction of 1 and 51 

7. A is on the right of C [transitivity rule 
to 61. 

This inferred relation, together with the fi- 
nal two premises, now permits the same 
derivation as Problems I and II. 

Second, multiple-model problems, such 
as Problem II above, that have a shorter 
derivation than Problem IV. 

Third, multiple-model problems, such as 

Problem III above, that have no valid an- 
swers. 

The model-based theory predicts that the 
one-model problems (IV) should be easier 
than the multiple-model problems with 
valid answers (II), whereas the inference- 
rule theory makes the opposite prediction. 
The one-model problems call for additional 
steps in their formal derivations over and 
above the derivations of the multiple-model 
problems and the inference-rule theory pre- 
dicts that a conclusion requiring more infer- 
ential steps will be harder. Both theories 
predict, of course, that the problems with 
no valid answers should be hardest of all. 

Method 

Design. The subjects, acting as their own 
controls, carried out 18 inferences of three 
sorts: six one-model problems with valid 
answers, six multiple-model problems with 
valid answers, and six multiple-model prob- 
lems without valid answers. Each problem 
was presented with different lexical materi- 
als. These lexical materials were assigned 
to the 18 problems at random in two differ- 
ent ways, and half the subjects received 
one assignment and half the subjects re- 
ceived the other assignment. The problems 
were presented in a different random order 
to each subject. 

Materials and procedure. Four orienta- 
tions formed the basis of the problems in 
each of three conditions: 

(1) (2) 
ABC E D 
D E ABC 

(3) (4) 
DC AE 

B B 
EA CD 

The six problems in a condition consisted in 
one of each of these four orientations, and 
two extra problems in two of the four ori- 
entations, one vertical and one horizontal. 
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This variation, and the fact that the two 
items in the question, e.g., 

What is the relation between the D and 
the E? 

did not occur in fixed positions in the pre- 
mises, made it difficult for subjects to pre- 
dict which items would occur in the ques- 
tion. 

Each of the sets of five objects making up 
the contents of a problem was based on 
high frequency one-syllable words drawn 
from the same semantic domain. No two 
words within such a set began with the 
same initial letter. The procedure was iden- 
tical to the first experiment, except that the 
subjects were given a four-term series prob- 
lem as a preliminary practice problem. Fur- 
thermore, in order to try to improve perfor- 
mance, each problem was read out rwice to 
the subject before they were asked the 
question about two of the objects. 

Subjects. The 18 subjects (16 women and 
2 men) ranged in age from 24 to 56 years 
old. They were members of the APU sub- 
ject panel, and they were paid f3 per hour 
for participating in the experiment, which 
lasted for about half an hour. 

Results and Discussion 

The one-model problems (70% correct 
responses) were easier than the multiple- 
model problems with a valid conclusion 
(46% correct responses), which in turn 
were easier than the multiple-model prob- 
lems without a valid conclusion (15% cor- 
rect responses, Page’s L = 4.45, p < 0.05; 
Page, 1963). The difference between the 
one-model problems and the multiple- 
model problems with valid answers was 
highly reliable (Wilcoxon’s T = 7, N = 14, 
p -=c 0.005). This difference corroborates the 
model-based theory and runs counter to the 
inference-rule theory. Problems which re- 
quire more models were harder than those 
which require only one model, but prob- 
lems which require more inferential steps in 
their derivation were not harder than those 
which required fewer steps. 

The subjects did not perform more accu- 
rately overall than those in the previous ex- 
periment, despite the repeated reading of 
the problems, and so their difficulties do 
not seem to be attributable to remembering 
the descriptions. Their performance did not 
improve with practice: they made as many 
correct inferences to their first six problems 
(47%) as they did to their next six problems 
(40%) and to their final six problems (48%, 
Page’s L = 3.82, KS.) Because the infer- 
ences depend on a two-dimensional layout, 
the chances of guessing the correct answer 
are approximately one in five: there are 
four obvious candidate spatial relations be- 
tween the two objects, plus the response 
that there is no relation between them. Yet, 
there were only 15% correct responses to 
the multiple-model problems without a 
valid conclusion. These problems yielded 
42% of responses in which the subjects in- 
terrelated the two objects on the dimension 
that was consistent with the premises (al- 
though the premises fail to support any def- 
inite relation on that dimension). Such re- 
sponses are precisely what is to be ex- 
pected if subjects are constructing only one 
of the possible models of the premises. 

The errors on the other problems mainly 
consisted of conclusions that established 
the wrong relation. Where the subjects’ 
conclusion is a relation orthogonal to the 
correct dimension, they have probably 
failed to build the correct model. Such er- 
rors should thus reflect the increasing diffi- 
culty of representing the premises: they oc- 
curred with 13% of one-model problems, 
but with 23% of multiple-model problems 
with a valid conclusion and 23% of multi- 
ple-model problems with no valid conclu- 
sion. 

GENERAL DISCUSSION 

The results of both experiments show 
that it is easier to draw a valid spatial infer- 
ence when a description corresponds to just 
a single layout as opposed to two or more 
distinct layouts. This phenomenon is 
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readily explained if people naturally reason 
by imagining the state of affairs described 
in the premises, drawing a conclusion from 
such a mental model, and searching for al- 
ternative models that might refute that con- 
clusion. 

Could our instructions to imagine the ob- 
jects’ layout have caused our subjects to 
use an imagery-based strategy otherwise 
alien to them? We used this instruction- 
casually mentioned during the subjects’ in- 
troduction to the task-to avoid any prob- 
lems in the interpretation of “on the right 
of,” “ on the left of,” and the other spatial 
terms. These expressions have two distinct 
senses: a “deictic” sense which depends 
on the speaker’s point of view, and an 
“intrinsic” sense which depends on the 
parts of the objects (see, e.g., Miller & 
Johnson-Laird, 1976, Section 6.1). Only the 
former sense is guaranteed to support valid 
inferences of the sort used in the experi- 
ments (see Johnson-Laird, 1983), and the 
simplest way to ensure that the subjects 
made this interpretation was to tell them 
that the objects were being described from 
a particular point of view. It seems unlikely 
that this instruction could be powerful 
enough to lead the subjects to adopt a 
wholly unnatural reasoning strategy. In- 
deed, several authors lament the consider- 
able difficulty of inducing reasoning strate- 
gies by explicit instructions (e.g., Dick- 
stein, 1978), while others deny a significant 
role for imagery in reasoning (e.g., Richard- 
son, 1987). The critical feature of the men- 
tal model theory concerns the structure of 
the representations used in reasoning- 
they should be similar to the structure of 
the world-rather than that they should be 
experienced as images. 

Can experimental evidence really decide 
between model-based and inference-rule 
theories? There is little doubt that our two 
experiments fit the model-based theory 
rather than Hager-t’s (1983) inference-rule 
theory. But, could there be an alternative 
inference-rule theory that does account for 
our tindings? One approach is worth de- 

scribing because it illuminates the particu- 
lar difficulties of such theories. It postu- 
lates such principles as: 

If x is on the left of y, 
and w  is in front of x, 
and z is in front of y, 
then w  is on the left of z. 

The first premise in Problems I and II is 
irrelevant, but the application of this rule to 
the remaining premises yields the conclu- 
sion directly: 

The D is on the left of the E. 

Because a large number of such rules would 
be necessary to deal with the full set of spa- 
tial relations, we can invoke abstract pos- 
tulates of the same structure: 

If x is related to y on one dimension, 
and w  is related to x on an orthogonal 

dimension, 
and z has the same orthogonal relation 

to Y, 
then w  is related to z in the same way as 

x is related to y. 

This abstract rule has the advantage that it 
captures the content of a large number of 
specific rules, including the rule above be- 
cause it applies to any configuration of the 
form 

; 7 
W Z 

regardless of its rotation, or reflection. A 
system of such rules still makes the wrong 
predictions about relative difficulty. For 
example, the rule applies immediately to 
multiple-model problems, such as II, but 
fails to apply to one-model problems such 
as IV until the relation between x and y has 
been established. However, the rule might 
be revised so that it makes the required pre- 
dictions (cf. Ohlsson, 1981, 1984, 1988). 
The resulting rule is more complex because 
it has to have the principle of transitivity 
built into it, i.e., the transitivity concerning 
X, v, and y, in the following sort of layout: 
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- - 
X V Y 

I I 
W Z 

The revised rule has the form: 

If x is related to v on one dimension 
and v is related to y in the same way, 
and w  is related to x on an orthogonal 

dimension, 
and z has the same orthogonal relation to 

Y, 
then w  is related to z in the same way as 

x is related to y. 

The cost of such a revision is severe, since 
the rule fails altogether to match the pre- 
mises of the multiple-model Problem II, or 
even the premises of the one-model Prob- 
lem I. The theory does not predict that such 
inferences will be harder; it predicts that 
they will be impossible. Yet, if both the 
original and the revised form of the rule are 
retained, then the theory ceases to predict 
the differences between one-model and 
multiple-model problems. 

Inference-rule theories almost certainly 
have the computational power of universal 
Turing machines, and so there is unlikely to 
be any empirical phenomenon that cannot 
in principle be described within their frame- 
work. Our results do not refute inference- 
rule theories but rather present a challenge 
to them. To save the approach, it is neces- 
sary to devise a system of formal rules that 
explains why one-model problems are eas- 
ier than multiple-model problems. The strat- 
egy behind this study was indeed to exam- 
ine inferences where the number of mental 
models does not correlate with the number 
of inferential steps according to a particular 
inference-rule theory. Where the two theo- 
ries diverge in this way, we have shown 
that performance follows the predictions of 
the model-based theory. We have used the 
same strategy with similar success in all the 
main domains of deductive inference, in- 
cluding propositional reasoning (Byrne, 
1989; Johnson-Laird, Byrne, & Schaeken, 
1989), and reasoning with single and multi- 

ple quantifiers (Johnson-Laird & Byrne, 
1989; Johnson-Laird, Byrne, dz Tabossi, in 
press). In each of these domains, the model- 
based theory relies, not on formal rules of 
inference, but on processes that construct 
models, formulate conclusions from them, 
and search for alternative models to serve 
as counterexamples. The logical conse- 
quences of words, like those denoting spa- 
tial relations, are nothing more than the 
emergent properties of their meanings 
within the system. 

ACKNOWLEDGMENTS 

We are grateful to Ian Nimmo-Smith for statistical 
advice and to Sam Glucksberg and Mark Keane for 
critical readings of an earlier draft of this paper. 

REFERENCES 

BAR-HILLEL, Y. (1967). Dictionaries and meaning 
rules. Foundations of Language, 3, 409-414. 

BRAINE, M. D. S. (1978). On the relation between the 
natural logic of reasoning and standard logic. Psy- 
chological Review, 85, l-21. 

BYRNE, R. M. J. (1989). Suppressing valid inferences 
with conditionals. Cognition, 31, 61-83. 

CHENG, P. N., HOLYOAK, K. J., NISBETT, R. E., AND 
OLIVER, L. M. (1986). Pragmatic versus syntactic 
approaches to training deductive reasoning. Cog- 
nitive Psychology, 18, 293-328. 

CLARK, H. H. (1969). Linguistic processes in deduc- 
tive reasoning. Psychological Review, 76, 387- 
404. 

COLLINS, A. M., AND QUILLIAN, M. R. (1969). Re- 
trieval time from semantic memory. Journal of 
Verbal Learning and Verbal Behaviour, 8, 240- 
247. 

DE SOTO, C. B., LONDON, M., AND HANDEL, S. 
(1965). Social reasoning and spatial paralogic. 
Journal of Personality and Social Psychology, 2, 
513-521. 

DICKSTEIN, L. S. (1978). Effects of instructions and 
premise order on errors in syllogistic reasoning. 
Journal of Experimental Psychology: Human 
Learning and Memory, 1, 376-384. 

EGAN, D. E., AND GRIMES-FARROW, D. D. (1982). 
Differences in mental representations spontane- 
ously adopted for reasoning. Memory and Cogni- 
tion, 10, 297-307. 

EHRLICH, K., AND JOHNSON-LAIRD, P. N. (1982). 
Spatial descriptions and referential continuity. 
Journal of Verbal Learning and Verbal Behavior, 
21, 296-306. 

ERICKSON, J. R. (1974). A set analysis theory of be- 
havior in formal syllogistic reasoning tasks. In 



SPATIAL REASONING 575 

Solso, R. (Ed.) Loyola Symposium on Cognition, 
Vol. 2. Hillsdale, NJ: Erlbaum. 

EVANS, J. ST. B. T. (1982). The Psychology ofDeduc- 
tive Reasoning. London: Routledge & Kegan 
Paul. 

EVANS, J. ST. B. T. (1989). Bias in human reasoning: 
Causes and consequences. Hillsdale, NJ: Erl- 
baum. 

FODOR, J. D. (1977). Semantics: Theories of meaning 
in generative grammar. New York: Crowell. 

GRIGGS, R. A., AND OSTERMAN, L. J. (1980). Conver- 
sion errors in processing artificial set inclusions. 
Quarterly Journal of Experimental Psychology, 
32, 241-246. 

HAGERT, G. (1983). Unpublished manuscript, Uppsala 
Programming Methodology and Artificial Intelli- 
gence Laboratory, Uppsala University. 

HUNTER, I. M. L. (1957). The solving of three term 
series problems. British Journal of Psychology, 
48, 286-298. 

HUTTENLOCHER, J. (1968). Constructing spatial im- 
ages: A strategy in reasoning. Psychological Re- 
view, 75, 5.50-560. 

INHELDER, B., AND PIAGET, J. (1958). The growth of 
logical thinking from childhood to adolescence. 
London: Routledge & Kegan Paul. 

JOHNSON-LAIRD, P. N. (1983). Mental models: To- 
wards a cognitive science of language, inference, 
and consciousness. Cambridge: Cambridge Uni- 
versity Press; Cambridge, MA: Harvard Univer- 
sity Press. 

JOHNSON-LAIRD, P. N., AND BARA, B. G. (1984). Syl- 
logistic inference. Cognition, 16, 1-61. 

JOHNSON-LAIRD, P. N., BYRNE, R. M. J., AND 
SCHAEKEN, W. (1989). Reasoning by model: The 
case of propositional inference. Mimeo, MRC Ap- 
plied Psychology Unit, Cambridge. 

JOHNSON-LAIRD, P. N. AND BYRNE, R. M. J. (1989). 
Only reasoning. Journal of Memory and Lan- 
guage, 28, 313-330. 

JOHNSON-LAIRD, P. N., BYRNE, R. M. J., AND 
TABOSSI, P. (in press). Reasoning by model: The 
case of multiple quantification. Psychological Re- 
view. 

KINTSCH, W. (1974). The representation of meaning in 
memory. Hillsdale, NJ: Erlbaum. 

MANI, K., AND JOHNSON-LAIRD, P. N. (1982). The 
mental representation of spatial descriptions. 
Memory and Cognition, 10, 181-187. 

MILLER, G. A., AND JOHNSON-LAIRD, P. N. (1976). 

Language andperception. Cambridge: Cambridge 
University Press; Cambridge, MA: Harvard Uni- 
versity Press. 

OHLSSON, S. (1981). Model-based vs. propositional in- 
ference in a spatial reasoning task. Unpublished 
paper, Department of Psychology, University of 
Stockholm. 

OHLSSON, S. (1984). Induced strategy shifts in spatial 
reasoning. Acta Psychologica, 57, 46-67. 

OHLSSON, S. (1988). Trace analysis and spatial rea- 
soning (Tech. Rep. No. KUL-87-02). Learning 
Research and Development Center, University of 
Pittsburgh. 

OSHERSON, D. (1975). Logic and models of logical 
thinking. In R. J. Falmagne (Ed.) Reasoning: 
Representation and process in children and 
adults. Hillsdale, NJ: Erlbaum. 

PAGE, E. B. (1963). Ordered hypotheses for multiple 
treatments: A significance test for linear ranks. 
Journal of the American Statistical Association, 
58, 216-230. 

POTTS, G. R. (1972). Information processing strategies 
used in the encoding of linear orderings. Journal 
of Verbal Learning and Verbal Behaviour, 11, 
127-740. 

RICHARDSON, J. T. E. (1987). The role of mental im- 
agery in models of transitive inference. British 
Journal of Psychology, 78, 189-203. 

RIPS. L. J. (1983). Cognitive processes in proposi- 
tional reasoning. Psychological Review, 90, 38- 
71. 

RIPS, L. J., SHOBEN, E. J., AND SMITH, E. E. (1973). 
Semantic distance and the verification of semantic 
relations. Journal of Verbal Learning and Verbal 
Behaviour, 14, 180-195. 

RUMAIN, B., CONNELL, J., AND BRAINE, M. D. S. 
(1983). Conversational comprehension processes 
are responsible for reasoning fallacies in children 
as well as adults: IF is not the Biconditional. De- 
velopmental Psychology, 19, 471481. 

STERNBERG, R. J. (1981). Representation and process 
in linear syllogistic reasoning. Journal of Experi- 
mental Psychology: General, 109, 119-158. 

STERNBERG, R. J. (1985). Beyond Z.Q. Cambridge: 
Cambridge University Press. 

STERNBERG, R. J., AND WEIL, E. M. (1980). An apti- 
tude-strategy interaction in linear syllogistic rea- 
soning. Journal of Educational Psychology, 72, 
226-239. 

(Received October 31, 1988) 
(Revision received March 21, 1989) 


