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In an effort to clarify how deductive reasoning is accomplished, an fMRI study was
performed to observe the neural substrates of logical reasoning and mathematical
calculation. Participants viewed a problem statement and three premises, and then either
a conclusion or a mathematical formula. They had to indicate whether the conclusion
followed from the premises, or to solve the mathematical formula. Language areas of the
brain (Broca's and Wernicke's area) responded as the premises and the conclusion were
read, but solution of the problems was then carried out by non-language areas. Regions in
right prefrontal cortex and inferior parietal lobe were more active for reasoning than for
calculation, whereas regions in left prefrontal cortex and superior parietal lobe were more
active for calculation than for reasoning. In reasoning, only those problems calling for a
search for counterexamples to conclusions recruited right frontal pole. These results have
important implications for understanding how higher cognition, including deduction, is
implemented in the brain. Different sorts of thinking recruit separate neural substrates, and
logical reasoning goes beyond linguistic regions of the brain.
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1. Introduction

There have been a number of neuroimaging studies of
deductive reasoning, but few have compared deduction to a
comparable non-logical task. To understand what is particular
to deduction, it needs to be compared to a non-logical task that
also taps executive and working memory networks. There is
considerable commonality of neural regions recruited by
various paradigms that involve higher cognitive processing,
including N-back tasks (Braver et al., 1997; Cohen et al., 1997),
task switching (Dove et al., 2000; Wager et al., 2005),
manipulation of working memory contents (D'Esposito et al.,
1998; Petrides et al., 1993), andmatch-to-sample tasks (Habeck
et al., 2005; Swartz et al., 1994). Frontoparietal networks are
ubiquitous in studies of higher cognition (Gazzaley et al., 2004;
roger).

er B.V. All rights reserved
Buschman and Miller, 2007; Fuster, 2006; Wager and Smith,
2003). Duncan and Owen (2000), reviewing many studies
attributing specific functions to localities within the frontal
lobes, argued that dorsolateral prefrontal cortex is not a
collection of specialized modular substrates, but is rather a
unified and flexible architecture for abstract computation.
Several general roles for prefrontal cortex and for widespread
networks have been proposed to serve flexible information
processing, including working memory and executive func-
tion (Baddeley, 2000), biasing control networks (Miller and
Cohen, 2001), and supervisory control (Shallice, 1988). It would
not be surprising to find that deduction depends on many of
the same circuits. What is surprising, rather, is that consistent
patterns of recruitment of these networks across different
neuroimaging studies of deduction have not occurred.
.
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1.1. Substrates of deduction: previous studies

Several imaging studies have examined the neural correlates
of deduction, contrasting it with a baseline or other kinds of
reasoning, and have reported an inconsistent assortment of
neural substrates active for deductive processing. Some of
these correspond to frontoparietal networks active for other
higher cognitive processing but others do not. To illustrate the
range of substrates reported we briefly examine several
imaging studies of deduction, focusing on activation in frontal
cortex. Our objective is not to build a consistent model from
the findings of these studies, but rather to show that doing so
is impossible by focusing on the disparity of the results. The
activations in associative cortex that are recruited across all
conditions in these studies, along with the manipulations
evoking them, are summarized more completely in Table 1.

Studies employing very similar logical syllogisms as a
deduction condition reported very different frontal lobe
recruitment. Comparing deduction to a control condition,
Goel and Dolan and their colleagues have observed deductive
processes recruiting left inferior frontal cortex (Goel et al.,
1997) and later left inferior frontal cortex with bilateral middle
frontal gyrus (Goel and Dolan, 2004). Two studies contrasting
logical reasoning (deductionwith syllogisms) and probabilistic
reasoning found left mesial frontal involvement for deduction
(Osherson et al., 1998) and later right inferior and middle
lateral, right medial, and left middle gyrus frontal lobe activity
during deduction (Parsons and Osherson, 2001). Comparing
responses to complex and simple deduction problems under
the assumption that deduction substrates would be more
active for complex than for simple problems, Monti et al.
(2007) found bilateral andmedial frontal activation superiorly,
bilateral inferior frontal gyrus, and left frontopolar activation.

1.2. Deduction and spatial processing

Some researchers have employed problems built on spatial
relationships in anattempt to elicit processing in spatial areas of
the brain which may be substrates for mental models used in
reasoning. A furthermotivation in these studies may have been
to demonstrate that reasoning processes can occur without
invoking language processing areas. Knauff et al. (2002) found
bilateral middle frontal gyrus (BA 9 and BA 6) activity for both
spatial relational syllogisms (“The red rectangle is to the left of
the green rectangle.”) and modus ponens and modus tollens
syllogisms. However, when contrasted with spatial and when
contrasted with non-spatial three-term problems, Goel et al.
(1998) found that left inferior and superior frontal gyri, and left
middle and superior frontal gyri, respectively, were recruited by
deduction. In this study, when deduction was contrasted with a
non-reasoning control left inferior and middle frontal lobe was
activated. The spatial and non-spatial three-term problems also
recruited the same region of left frontal cortex but to a lesser
extent. In another study employing relational deduction pro-
blems (Knauff et al., 2003), those with spatial content (“further
south”) recruited left inferior frontal cortex and those with
spatial and imageable relations (“above") recruited left middle
frontal gyrus at the inferior aspect of frontal lobe. When
relational syllogisms included spatial content in these studies
superior parietal lobewasmore strongly recruited in the studies
by Knauf and colleagues but not in Goel et al. (1998). However,
problems in the former may have invoked imagery, which
recruits parietal regions (see Kosslyn et al., 2001 for a review).
Knauff et al. (2002) demonstrated that visual imagery is not the
same as building a mental model. Deductions that evoked
images took longer for participants to make, and only they
elicited activity in the parietal lobes. All the other sorts of
relation, both spatial and non-spatial, evoked no such activity,
suggesting that visual imagery is neither sufficient nor neces-
sary for reasoning. Altogether, patterns of activity resulting from
the interaction of deduction and spatial information have not
beenconsistentwith respect to the frontal lobeorparietal cortex.

1.3. The impact of beliefs, semantics, and emotional
salience

Other studies have examined how including additional
psychological elements impacts brain responses during
deductive reasoning. Goel and Dolan (2003a) examined the
effects of the participants' beliefs in the conclusions, which
were believable, unbelievable, or neutral. The sole effect on
activity in lateral frontal regions was during trials for which
beliefs elicited by problems inhibited the correct logical
response. Correctly performed trials had elevated activity in
right inferior frontal cortex when valid conclusions were not
believable and participants inhibited the belief bias. Ventro-
medial frontal cortex activated when belief bias overcame
logical selection of the correct answer. In another study, Goel
et al. (2000) observed more activity in bilateral inferior frontal
gyrus when the semantic content of an inference was not
congruent with logical correctness than when it was con-
gruent with logical correctness. When they compared reason-
ing with semantically correct or incorrect content to no-
content reasoning (“all p are b”), bilateral inferior frontal lobe
was recruited, and bilateral middle frontal activity was
observed in the opposite comparison. In another study of the
effects of semantic factors, when Parsons and Osherson (2001)
subtracted activations from judgments about whether sen-
tences contained semantic anomalies from activations from
deductive reasoning, and when they subtracted activations
from probabilistic reasoning from those for deductive reason-
ing, right inferior, middle lateral, and anterior medial frontal
recruitment was observed.

Two additional psychological elements studied are the
effect of social cognition and emotion on deductive proces-
sing. Canessa et al. (2005) imaged brain responses as
participants solved four-card problems with abstract content
and four-card problems that required reasoning using rules
governing social interaction. Compared to a non-reasoning
baseline, these tasks respectively were accompanied by left
medial and superior gyrus and right middle gyrus frontal
activity, and bilateral middle, superior, and medial gyrus
activity. When Goel and Dolan (2003b) subtracted activation
for solving syllogisms containing emotionally salient content
from activation for solving neutral syllogisms, left middle
frontal gyrus activity was found, and when activation during a
baseline task was subtracted from activation for both kinds of
syllogism, left superior frontal gyrus was also active.

In sum, there is neither a consistent picture of what the
substrate for deductive reasoning is, or how it interacts with



Table 1 – Varying patterns of neural response observed in reasoning studies

Substrates of deduction

Authors Conditions Findings

Deduction and other sorts of reasoning
Goel et al.
(1997)

Deductive inference: Subjects were asked whether the third
sentence was entailed by the first two sentences

Deductive inference minus control: L Inf. Front. Gyrus (BA 45, 47)

Induction: Subjects indicated whether a conclusion was
plausible given the premises

Induction minus control: L Med. Front. (BA 8); L Sup. Front (BA 9);
L Orb. Inf. Front. (BA 47); L Mid. Front. (BA 10); L Cing. Gyr. (BA
24,32); L Inf. Temp. (BA 20)

Control: ‘Howmany of the three sentences on each screen have
people as their subject?’

Induction–deduction: L Sup. Front. (BA 8,9)

Goel and
Dolan (2004)

Deductive inference: Judge the validity of syllogisms (Deductive reasoning plus inductive reasoning) minus (deductive
baseline plus inductive baseline): L Inf. Temp. (BA 37); Bilat. Sup.
Par. (BA 7); L Inf. Par. (BA 40); RMid. Front. (BA 6); RMed. Front.
(BA 6); L Inf. Front. (BA 45)

Induction: Subjects indicated whether a conclusion was
plausible given the premises

Deductive inference minus control: L Inf. Temp./Occ. (BA 37/19);
L Mid. Temp. (BA 39); Sup. Par. (BA 7); Bilat. Mid. Front. (BA 6);
L Inf. Front. (BA 44, 45)

Control: 3rd sentences of different syllogisms were
interchanged such that the three sentences did not constitute
arguments. (e.g. (1) “No reptiles are hairy; Some elephants are
hairy; No pairs are green;” and (2) “Some elephants are hairy;
George is an elephant; All pairs are green”

Induction minus control: Bilat. Sup. Par. (BA 7); L Inf. Par. (BA 40);
R Mid. Front. (BA 6); Bilat. Med. Front. (BA 6); L Mid. Front.
(BA 8,9,45)

Osherson
et al. (1998)

Deduction: Determine validity of syllogisms Deduction minus meaning control (area common with probabilistic
minus meaning control): L Mesial Front. (BA 6)

Probabilistic reasoning: Determine whether (invalid) conclusion
more likely to be true or false

Probabilistic reasoning minus meaning control: Ant. Cing.
(BA 24,32)

Meaning control: Determine whether premises or conclusion
contained anomalous content

Deductionminus probabilistic: R Ant. Cing. (BA 24/32); R Sup. Par.
(BA 7); Bilat. Precun. (BA 7)
Probabilistic minus deduction: R Insula, R Mid. Front. (BA 10);
R Sup. Front. (BA 11)
Meaning minus both reasoning tasks: L Sup. Front. (BA 9); R Inf.
Front. (BA 45,47); Orb. Front. (BA 11); L Fusif. (BA 37); Bilat. Inf.
and Mid. Temp. (BA 20,21); Bilat. Temp. Pole (BA 38); R Sup.
Temp. (BA 22)

Parsons and
Osherson (2001)

Deduction: Determine validity of syllogisms Deduction minus semantic control (area common with probabilistic
minus semantic control): Precun. (BA 31)

Probabilistic reasoning: Determine whether (invalid) conclusion
more likely to be true or false

Deduction minus Probabilistic reasoning (areas also active for
deduction minus control): R Inf. Front. (BA 44); R Mid. and Med.
Front (BA 9,10); R Ant. Cing. (BA 24); L Post. Cing. (BA 31); R
Mid. Temp. (BA 21); R Fusif. (BA 37); R Temp-Par. (BA 39)

Semantic control: Determine whether premises or conclusion
contained anomalous content

Probabilistic reasoningminus deduction (areas also active for deduction
minus control): L Inf. Front. (BA 47); LMed. Front. (BA 9); L Insula;
L Post. Cing. (BA 31); L Parahip. (BA 36); L Med. Temp. (BA 35)

Monti et al.
(2007)

Complex deductive inferences minus simple deductive
inferences. Problems with semantic content and with pseudo-
words were employed.

Complex minus simple: L Front. (BA 6, 10,11(pseudo-words
only)); L Med. Front. (BA 8); Bilat. Inf. Front. (BA 47); L Sup. Par.
(BA 7); Inf. Par. (BA 40); Insula; results similar in second
experiment, with addition of R Mid. Front. (BA 46) and Bilat.
Mid. Front (BA 9) but no R BA 6 or 47.

Deduction and spatial representation

Knauff et al.
(2002)

Conditional reasoning: Modus pollens and modus tollens Conditional minus baseline: Bilat. Med. Suppl. Motor (BA 6);
Bilat. Mid. Front. (BA 9); Cing. Gyr. (BA 32); Mid. Temp. (BA 21,
22); Bilat Inf. and Sup. Par. and Precun. (BA 40, 7)

Relational reasoning: E.g., “The red rectangle is to the left of the
blue rectangle”

Relational reasoning minus baseline and relational reasoning minus
conditional reasoning: the same regions as conditional minus
baseline, with magnitude differences, and overall smaller
differences for the latter subtraction

Baseline: Fixation cross

Goel et al. (1998) Deduction: Judge the validity of conclusions in syllogisms, e.g.
“Some officers are not privates”

Deduction minus baseline: L Inf. Front. (BA 45, 47); L Mid. Front
(BA 46), L Mid. Temp. (BA 21, 22), L Sup. Temp. (BA 22), L Cing.
Gyr. (BA 32, 24)
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Table 1 (continued)

Substrates of deduction

Authors Conditions Findings

Spatial relational syllogisms: E.g., “Officers are standing next to
generals”

Spatial minus baseline: L Inf. Front. (BA 45); LMid. Front. (BA 46);
L Cing. Gyr. (BA 32, 24); Inf. Temp. (BA 37)
Relational minus baseline: L Inf. Front. (BA 45); L Mid. Front. (BA
46); L Cing. Gyr. (BA 32, 24)
Spatial minus relational and relational minus spatial: none
Deduction minus spatial: Bilat. Mid. Temp. (BA 21); L Inf. Front.
(BA 45); L Sup. Front. (BA 8)
Deduction minus relational: Mid. Temp. (BA 21); Inf. Front. (BA
45); Mid. Front. (BA 10)

Non-spatial relational syllogisms: E.g., “Officers are heavier than
generals”

Relational minus deduction: L Par-Occ. Sulc. (BA 7)

Baseline: e.g., “Howmany of the three sentences on each screen
have people as their subject?”

Spatial minus deduction: R Precun. (BA 31)

Knauff et al.
(2003)

Visuospatial relations: That are easy to envisage visually and
spatially, such as “above” and “below”

Visuospatial versus rest interval: Bilat. Sup. Par. (BA 7); L Mid.
Temp. (BA 21); L Mid. Front. (BA 11)

Visual relations: That are easy to envisage visually but hard to
envisage spatially, such as “cleaner”

Visual versus rest interval: R Sup. Par. (BA 7); L Mid. Temp. (BA
21) RMid. Temp. (BA 21); LMid. Front. (BA 11); L Mid Front. (BA
9); R. Mid. Front. (BA 6)

Spatial relations: That are difficult to envisage visually but easy
to envisage spatially such as “further north”

Spatial versus rest interval: Bilat. Precun. (BA 7); L Mid. Temp.
(BA 21); L Inf. Front. (BA 47)

Control relations: That are hard to envisage both visually and
spatially, such as “better” and “worse”

Control versus rest interval: L Precun. (BA 7); R Sup. Par. (BA 7); L
Mid. Temp. (BA 21)

The impact of beliefs, semantics, social cognition, and emotional salience

Goel and Dolan
(2003a)

Belief-laden syllogisms: e.g. “No reptiles are hairy; Some
elephants are hairy; No elephants are reptiles;” content
subjects could have beliefs about. These are further divided
into facilitory and inhibitory trials, in which the beliefs
supported or disagreed with the logical judgment

Correct belief-neutral trials minus correct belief-laden trials: Bilat.
Sup. Par. (BA 7)
Correct belief-laden trials minus correct belief-neutral trials: L Mid.
Temp. Pole (BA 21)

Belief-neutral syllogisms: e.g. “No codes are highly complex;
Some quipu are highly complex; No quipu are codes;” content
subjects may not have beliefs about because they may not
know the meaning of one or more key terms

Inhibitory minus facilitory (and the inverse): no result

Baseline: Belief-laden syllogisms with 3rd sentence switched as
described for Goel and Dolan (2004)

Correct inhibitory minus incorrect inhibitory: R Inf. Front.
(BA 45)
Incorrect inhibitory minus correct inhibitory: Ventromed. Front.

Goel et al. (2000) Contentful syllogisms: E.g., “All swans are black;” half were
congruent (logical validity agreed with semantic correctness),
half incongruent

(Content minus no-content reasoning) minus (content baseline
minus no-content baseline): Bilat. Fusif. (BA 18,19); L Sup. Par.
(BA 7); L Mid. Temp. (BA 21,22); Bilat. Inf. Front. (BA 44,45)
Content reasoning minus content preparation: L Mid./Sup. Temp.
(BA 21,22); L Inf. Front. (BA 44.45)

No-content syllogisms: E.g., “All P are B.”. No-content reasoning minus preparation: Bilat. Fusif. (BA 18); L
Sup. Par. (BA 7); Bilat. Inf. Front. (BA 44,45)

Baseline: Conclusions switched around among contentful
problems and among no-content problems, as in Goel and
Dolan (2004)

Conjunction of (content reasoning minus content preparation) and
(no-content reasoning minus no-content preparation): L Inf. Front.
(BA 44), L Fusif. (BA 18); R Fusif. (BA 37)

Low-level baseline: All three sentences were unrelated Content reasoning minus no-content reasoning: L. Mid./Sup.
Temp. (BA 21,22); L Inf. Front. (BA 47)
No-content minus content: Bilat. Sup. and Inf. Par. (BA 7,40);
Bilat. Precentral Gyr. (BA 6); Bilat. Mid. Front. (BA 6)

Canessa et al.
(2005)

Descriptive: Four-card selection task with rule in “If P, then Q”
form describing arbitrary relation between two actions carried
out by a hypothetical member of an unknown tribe (e.g., “If one
cracks walnut shells, then he drinks pond water”)

Both tasks: L Inf. Par. (BA 39, 40); Post. Front. (BA 8,9); Cing. Gyr.
(BA 32); Med. Front. (BA 8,9); Sup. Front. (BA 6,8)

Social exchange: Four-card task with rule which described an
exchange of goods proposed by Big Kiku, the head of an
unknown tribe, to four members of the neighboring tribe of
Nabars (e.g., “If you give me sunflower-seeds, then I give you
poppy petals”)

Descriptive: Precun. (BA 7); R Ant. Mid. Front. (BA 46,10)

(continued on next page)(continued on next page)
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Table 1 (continued)

Substrates of deduction

Authors Conditions Findings

Baseline: which of four cards name objects mentioned in rule? Social exchange: L Ant. Mid. Front. (BA 46); R Mid. Front. (BA 9);
R Inf. Par. (BA 39,40)

Goel and Dolan
(2003b)

Emotional syllogisms: Sentences that subjects could be expected
to consider emotionally salient or charged, e.g., “All murderous
people are criminals; All Nazis were murderous; Some Nazis
are criminals.”

Neutral reasoning plus emotional reasoning minus neutral baseline
minus emotional baseline trials: L Mid. Temp. (BA 21,22); L Temp.
Pole (BA 21,38); Med. Front. (BA 6); L Mid. Front. (BA 6); L Inf.
Front. (BA 44)

Emotionally neutral syllogisms: Sentences that subjects could be
expected to consider emotionally neutral, while the other half
contained sentences that subjects could be expected to
consider emotionally salient or charged

(Neutral reasoning minus neutral baseline) minus (emotional
reasoning minus emotional baseline): L Front. (BA 44, 8)

Baseline: Syllogisms with conclusions switched among
problems as in Goel and Dolan (2004)

(Emotional reasoning minus emotional baseline) minus (neutral
reasoning minus neutral baseline): Bilat. Ventromed. Front.;
R Fusif. (BA 37)

Findings are presented in order discussed in text. Activations for sensory regions are not reported. Differences in subcortical and cerebellar
activity exist but are not reported here. L = left, R = right, Bilat. = bilateral, Inf. = inferior, Sup. = superior, Ant. = anterior, Post. = posterior, Med. =
medial, Mid. =middle, Orb. = orbital, Front. = frontal lobe, Temp. = temporal lobe, Par. = parietal lobe, Occ. = occipital lobe, Cing. = cingulate gyrus,
Precun. = precuneus, Parahip. = parahippocampal gyrus, Fusif. = fusiform gyrus, Ventromed. = ventromedial, Gyr = gyrus.
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other psychological processes. Right and left middle frontal,
medial frontal, inferior frontal, and anterior frontal, as well as
superior parietal lobe, appear in many of the studies, but
similar manipulations resulted in different patterns of activa-
tion of these regions. The inconsistency between results of
deduction studies has been noted by other researchers (Goel,
2007; Monti et al., 2007).

1.4. The impact of experimental procedures

Methodological differences may contribute to this disparity.
In many of these studies, contrasts were between different
varieties of logical reasoning or between logical reasoning
and logical reasoning mixed with an additional element. It is
not possible to know in these cases whether some funda-
mental neural processing that underlies deduction occurred
in both conditions and thus did not surface as a difference
between them. In several studies by Goel, Dolan, and
colleagues (Goel et al. 2000; Goel and Dolan, 2000, 2003a,b,
2004; Noveck et al., 2004), a control task ostensibly not
calling for deduction formed a baseline to be contrasted with
a deduction task. The deductive task presented a first
premise, a second premise, and then a conclusion, which
the participants evaluated. The baseline task was formed by
switching the conclusion statements of problems so that the
conclusion was obviously not a continuation of the logical
argument, and when the participants realized the non-
sequitur, they pressed a “no” key. Yet, it is possible that
participants began processes involved in deduction after the
second premise was presented and continued for about 3 s
until they noticed that the conclusion had nothing to do
with the premises. Thus BOLD responses in these fMRI
studies to the second premise (which can take seconds to
extinguish) might still have been present after the conclu-
sion statement appeared. Its presence during these control
problems may have weakened the subtraction between
activity during the conclusion in the deduction and control
problems and caused some regions mediating deduction to
be missed. Fangmeier et al. (2006) elegantly demonstrated
that when participants reason about problems presented in
a sequence of three assertions (two premises and a
conclusion), neural responses to integrating the two pre-
mises began when the second premise was presented,
leading to activation in frontopolar cortex. When the
conclusion was presented, only more posterior parts of
frontal cortex responded bilaterally. It is likely that a similar
initiation of solution processing occurred at presentation of
the second premise in the studies by Goel, Dolan, and
colleagues.

Monti et al. (2007) required participants to perform
deduction problems at two levels of difficulty. A contrast
between the hard and easy problems, they reasoned, would
reveal mechanisms of deduction because those mechan-
isms would exhibit a greater response to the hard than to
the easy problems. They pointed out that other fMRI
paradigms have shown increases in activity of a region
with an increase in the cognitive demand of a task. We do
not know yet whether neural mechanisms for logical
reasoning behave in this way, and the method is bound
to miss any components that do not increase in activity for
more difficult problems. Other components recruited in
deduction tasks might include those that have been shown
to respond to demand intensity, such as working memory.
Indeed, several studies not calling for deduction have
shown recruitment of frontopolar cortex as working
memory load increases or as the task increases in
complexity (Rypma et al., 1999; Veltman et al., 2003). This
activation was also observed by Monti et al. (2007). Thus it
is not clear that a contrast between difficult and easy
deduction problems will find mechanisms whose operation
is the same for all deductions. Most higher cognitive tasks
for which parametric increases in neural response are
found involve demands to maintain or manipulate more
information. So it is also not clear whether the results
found by Monti et al. reflect deduction or working memory
demands.



91B R A I N R E S E A R C H 1 2 4 3 ( 2 0 0 8 ) 8 6 – 1 0 3
1.5. A design to evaluate competing theories

Our aim is to isolate the neural computation underlying
deduction and distinguish it as much as possible from general
executive functioning. This requires a control condition including
computations that depend on executive processes but that does
not involve deduction. The purpose of this study is to compare
such a task to logical deduction. Mathematical computation is a
task that should recruit regions generally subserving higher
cognition, executive processing, and working memory but lacks
logical processing demands, so that contrasting it with deduction
should reveal any neural processing unique to deductive
computation. Furthermore, researchers have carried out exten-
sive research on the neural mechanisms underlying mathema-
tical cognition (Dehaene et al., 1999, 2003; Lee, 2000; Simon et al.,
2004), and it can serve as a reference task for the present study.

Is there any point to observing neural activation during
deduction? Despite the generality of association area recruit-
ment across different higher cognitive tasks, some broad
conclusions about specialization have received convincing
support.Among them, language iswidely recognized todepend
on left perisylvian cortex, including Broca's and Wernicke's
areas (Mazoyer et al., 1993; Peterson et al., 1989; Price, 2000;
Stromsworld, 1996). Processing of spatial information depends
on the dorsal processing stream (Husain and Nachev, 2007;
Ungerleider and Haxby, 1994) and is more likely to occur in the
right hemisphere than the left (Kosslyn, 1994), including the
frontal lobes, especially for representation of spatially related
elements (Slotnick and Moo, 2006). Visual imagery appears to
recruit visual perceptual areas in occipital cortex as well as
inferior and superior parietal regions (for a review see Kosslyn
et al., 2001). If deductive reasoning recruits substrates with
established function that are not equally recruited in a
demanding, non-logical task, conclusions can be drawn about
the neural substrate of deduction. Thus the present study is
designed to optimize the possibility of observing neural
processing specific to deduction that might resolve theoretical
questions about how humans reason deductively.

Much of the study of deductive reasoning has been
motivated by two theoretical perspectives. Reasoners might
apply rules of inference to the logical form of natural language
sentences in order to derive proofs of conclusions. Because
such rules operate in a formal syntactic way (Braine and
O'Brien, 1998; Rips, 1994), reasoning should depend on brain
regions associated with syntactic processing (Wharton and
Grafman, 1998). Alternatively, logical reasoning could go
beyond language: reasoners construct non-linguistic repre-
sentations of the situations described in the premises, draw
conclusions from thesemental models, and establish validity by
determining that the conclusion holds in all the models of the
premises (Johnson-Laird and Byrne, 1991; Neth and Johson-
Laird, 1999; Johnson-Laird et al., 2000). Both the formal rule
and the mental model theories have behavioral evidence in
their support. Processing in language areas, as well as in non-
linguistic areas, are then of particular importance to this
theoretical dilemma. The present study accordingly aimed to
answer the question: will observed patterns of neural activity
indicate that logical reasoning depends solely on linguistic
processes or that it goes beyond them and non-linguistic
manipulations are essential to deduction?
The study used logical problems, such as:

There are five students in a room.
Three or more of these students are joggers.
Three or more of these students are writers.
Three or more of these students are dancers.
Does it follow that at least one of the writers in the room is
a student?

Formal rule theories (Rips, 1994; Braine andO'Brien, 1998) have
yet to be formulated to deal with numerical premises, but in
principle reasoners could derive the putative conclusion from the
premises in a series of steps, each based on a rule of inference.
Alternatively, they could proceed by envisaging a model of the
third premise (about writers), in which each column in the
following diagram of a mental model denotes one of the five
students:
Student 1
 Student 2
 Student 3
 Student 4
 Student 5
Writer
 Writer
 Writer
The correct answer (yes) can be directly read off from this
model. But, such immediate inferences do not readily yield
empirical predictions, either behavioral or neural, that dis-
criminate between rule and model theories. Both sorts of
theorypostulate that themajor step is to understandapremise
(the third one in the preceding example) — in one case to
extract its logical form, and in the other case to construct a
mental model based on its meaning. In contrast, consider the
following putative conclusion from the premises above:

Does it follow that at least one of the students in the room
is all three: a jogger, a writer, and a dancer?

Current rule theories propose that reasoners search
through the “space” of all possible formal derivations from
the premises (Rips, 1994; Braine and O'Brien, 1998). They fail to
find a proof of the conclusion, and so should respond: No. In
this case, logical reasoning calls for syntactic manipulations
based on formal rules, and, as many investigators have
suggested, it should depend on language areas of the brain in
left hemisphere (Paulesu et al., 1993; Price et al., 1996; Inui et al.,
1998; Ni et al., 2000; Price, 2000). Rips, for example, has
suggested that rule-baseddeductionmayoperate by sentential
processing: “The central notion in the theory [i.e. Rips's theory]
will be that of mental proof. I assume that when people
confront a problem that calls for deduction they attempt to
solve it by generating in working memory a set of sentences
linking the premises or givens of the problem to the conclusion
or solution. Each link in this network embodies an inference
rule…” The operation of these inference rules, as Rips makes
clear (see e.g. his Table 4.1), is entirely syntactical (Rips, 1994).

In contrast, the model theory proposes that reasoners can
establish the invalidity of the inference by constructing a
counterexample, that is, a model that satisfies the premises
but that refutes the conclusion, such as:
1
 2
 3
 4
 5
Jogger
 Jogger
 Jogger

Writer
 Writer
 Writer
Dancer
 Dancer
 Dancer



Table 2 – Examples of the four sorts of problem

Prestatement There are five students in a room.
Premises Three or more of these students are joggers.

Three or more of these students are writers.
Three or more of these students are dancers.

Easy logic (yes) Does it follow that at least one of the writers in
the room is a student?

Hard logic (no) Does it follow that at least one of the students in
the room is all three: a jogger, a writer, and a
dancer?

Easy calculation
(yes)

X equals the minimum number of joggers in the
room.
(X+24)+(X−1)=29?

Hard calculation
(no)

X equals the number of students in the room.
((12+3X) ⁎X /5) ⁎X=150?

Two easy and five hard logical problems analogous to those in
Johnson-Laird and Hasson (2003) served as the basis for the ten
easy and ten hard logical problems used in this study. The base
versions were varied using three different numbers of persons in
the room, different occupations and avocations, and logically
equivalent different formulations in the questions (e.g. “one or
more” to “at least one”). The math problems used twenty different
equations selected from the pilot study. The result was 40 distinct
problems. A careful debriefing of the participants revealed that they
had not detected the similarity in form across problems. The
correct answers are shown in parentheses.

Table 3 – Reaction time and error rates

Easy Hard

Logical problems 6870 (2) 10,513 (29)
Mathematical problems 7633 (19) 11,747 (18)

Themean latencies (inms) for responding correctly to the four sortsof
problem, and the percentages of errors (in parentheses). There were
no significant differences between the logical and mathematical
problems in latencies or errors (ANOVA: F(1,15)=4.1710, pN .05, and
F(1,15)=3.2806, pN .05), though the hard problems in both cases took
longer than the easy problems. The interaction between the type of
problem and the level of difficulty was significant for the accuracy
data (F(1,15)=36.5743, MSE=82.71, pb .0001). However, this pattern is
not observed in the neuroimaging results. For the ROIs where
activation differed for logic and math (Fig. 2), the easy logic
problems elicited activation similar to the activation for hard logic
problems, and both differed significantly from the activity for
mathematical problems. In frontal pole, activation during easy and
hardmath problems was comparable to that for easy logic problems,
remaining at roughly baseline activation level.

92 B R A I N R E S E A R C H 1 2 4 3 ( 2 0 0 8 ) 8 6 – 1 0 3
In this case, logical reasoning should go beyond linguistic
regions in the brain and may activate regions implicated in
spatial representation, as reasoning processes form and
manipulate arrangements of problem elements (Johnson-
Laird, 1995). Behavioral studies have shown that individuals
do construct counterexamples (e.g. Neth and Johnson-Laird,
1999). Individuals do not invariably search for counterexam-
ples, and so some theorists have proposed model based
theories in which they play no role (e.g., Polk and Newell,
1995). More recent evidence, however, implies that an optimal
way to elicit a counterexample is to present a conclusion for
evaluation that is consistent with the premises but that does
not follow of necessity from them (Johnson-Laird and Hasson,
2003). Given paper and pencil, they draw diagrams akin to the
Fig. 1 – The timing of events in a trial. The prestatement remain
removed 1 s prior to presentation of the problem statement (the
epoch durations were determined from the non-speeded pilot st
same for both the logical and mathematical problems used here
performed on data collected during the hash-marked window, to
presented, adjusted for a 4-second hemodynamic lag.
preceding one. Every participant engaged in constructing
counterexamples, but they sometimes erred when they failed
to find one. Neuroimaging studies have examined logical and
inductive reasoning, but have not examined the potential
search for counterexamples.

The logical and mathematical problems used information
from the same premises. For example, the premises above can
be combined with the following question:

X equals the number of students in the room. (X+24)+
(X−1)=29? Half the logical and mathematical problems were
easy and half were difficult. The easy logical problems were
immediate inferences from the premises, whereas the hard
logical problems called for a search for counterexamples (see
Table 2). The easy mathematical problems called for simple
mental calculations, and the hard mathematical problems
called for more complex calculations from longer formulas.
Both the easy and the hard logical and mathematical
problems were matched for mean solution times at each
level of difficulty. Fig. 1 presents the design of the fMRI study
and the timing of the events on each trial.
ed onscreen while the premises were presented; both were
conclusion for logic or the equation for math). Appropriate
udy, which showed also that mean response times were the
(at the easy and hard levels, respectively). Analysis was
capture activity beginning when the conclusion was
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2. Results

2.1. Behavioral results

We carried out analyses of variance for two factors: the type of
problem (logic versus math) and the difficulty of the problem
(easy versus hard) on both response times (from the presenta-
tion of a conclusion or formula to the response) and accuracy.
Table 3 presents the mean latencies of the responses and the
percentages of errors for the four sorts of problem.

Overall, responses to hard problems were significantly
longer than to easy problems (F(1,15)=34.44, MSE=6,989,
795, pb .0001), and they were significantly less accurate
(F(1, 60)= 30.23, MSE=82.71, pb .0001). There was a trend for
math problems to take longer than logic problems, but the
difference was not significant (F(1,15)=3.81, MSE=4,186,
776, pN .05), nor was there significant difference in accuracy
(F(1,15)=1.89, MSE=82.71, pN .05). There was no reliable
interaction between the type of problem and its difficulty
for response times (F(1,15)= .19, MSE=4,763,330, pN .05). But,
for accuracy, these two variables did interact (F(1,15)=36.57,
MSE=82.71, pb .0001): the easy logic problems tended to yield
more accurate responses than the hard logic problems,
whereas accuracy on the easy and hard math problems was
almost the same. The hard logic problems were indeed more
difficult than either sort of math problem, presumably because
of the relative difficulty of searching for counterexamples.

2.2. Bold results: main effects of problem type
and difficulty

A network of regions responded significantly more while
processing the logical problems than during the math pro-
blems (pb .0001). Their locations and the time course of their
activations are depicted in yellow/red in Fig. 2 and the
locations of the ROIs are listed in Table 4. Regions that
responded significantly more during mathematical problems
(pb .0001) and their time coursesare depicted inblue. Statistical
analysis was performed on the 8-second period after presenta-
tion of the conclusion by focusing on a period from 4 to 12 s
after the conclusion appeared. This 4-second shift accommo-
dated hemodynamic lag, and is represented by the cross-
hatched region in Fig. 1 and the vertical gray bar in each time
course plot in Fig. 2. Responses to reading the problem
statement and premises are apparent to the left of this bar.

The network of regions engaged following appearance of
the conclusion in the logic problems include perisylvian
language areas (Broca's area, left Brodmann's areas 44 and
45; Wernicke's area, left BA 41 and 42), inferior parietal lobule
bilaterally (BA 39 and 40), and in frontal cortex, and several
additional regions in right frontal cortex (BA 8, 9, 44, and 45). A
precentral gyrus activation occurred near the left hemisphere
hand control area (BA 4). Areas responding during solution of
themath problems include a frontoparietal network including
left prefrontal cortex (BA 9/46), bilateral caudate, and bilateral
intraparietal sulcus (BA 7). Additionally, bilateral frontal eye
fields were recruited (BA 8).

It is clear in the time course plots thatmost of these regions
were selectively recruited by the logic or math task, and it is
not the case that they tended to participate in both tasks, but
to a different degree. Furthermore, in inferior parietal cortex
(BA 40) and Wernicke's area (BA 42), a marked suppression of
activity is apparent during math processing.

No significant activations were observed for the level of
difficulty main effect at pb .0001, but the .0005 threshold
revealed four significant regions of interest (ROIs). A planned
comparison revealed that all four comprised greater activation
for hard than for easy problems (pb .0005). One of the ROIs was
in prefrontal cortex on the lateral surface of the right hemi-
sphere (BA 46). The other three ROIswere in left precentral and
postcentral gyri and in left posterior cingulate.

2.3. Isolating activity for deductive calculation

This study aspired to resolve a conflict between two
theoretical perspectives on human deductive reasoning:
whether mental models or syntactic rule processing underlies
deduction. The neural engagement reported so far does not
point to a resolution of this debate. Both language areas and
right frontal cortex appear to participate during the deduction
problems, suggesting both syntactic and visuospatial com-
putation. To test this conclusion, we exploited two findings:
1) the hard logic problems took considerably longer to solve
than the easy logic problems — 10,513 and 6870 ms,
respectively; 2) results of the ANOVA indicated that the
intensity of activity during the 8-second analysis window did
not differ significantly in these regions for hard and easy logic
problems. But in the period following the 8-second window,
there should be more protracted processing of the hard
problems, as evidenced by the reaction times. Thus, by
performing an analysis that considered the entire 30-second
solution period, rather than the 8-second window, differences
between the total neural activity for hard and for easy
problems over the entire solution time should be detectable.
These are likely to reflect differences in the duration of
computation, rather than differences in intensity of neural
activity for the easy and hard problems. Thus, voxels
exhibiting this difference must be where parsing the logic
problems occurs. A mask was used to limit analysis to the
voxels that were more significantly activated during logic
than during math problems. A separate t-test analysis was
performed over the entire 30-second response period for
those voxels (Fig. 3). Most voxels in the right BA 8/9 (75%) and
right medial BA 8 (56%) ROIs were significantly more active for
the hard than for the easy problems (pb .005) during this
response period (Fig. 4). A minority of voxels scattered
bilaterally through the ROIs in bilateral BA 40 (21%) were
also significant (pb .005). Peak intensities were similar for
hard and easy problems, and none of these voxels were
significant either in the main effect for difficulty or in the
interaction between difficulty and the type of problem. We
therefore conclude that the significantly greater activation over
the solution period is a result of a longer activation for the hard
problems than for the easy problems and that the green-colored
voxels in Fig. 4 represent the regions engaged in logical
calculation.These voxels areprimarily in rightprefrontal cortex.
As Fig. 2 shows, this tendency occurs in the time course of
activations for the more anterior right and medial frontal lobe
ROIs (BA 8, 8/9). No language-associated regions or other brain
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areas exhibited this difference in thedurationofactivity forhard
and easy problems.

2.4. Response to complex deduction problems

There was an interaction between the type of problem and
level of difficulty for an ROI in right frontal pole (BA 10). The
interaction was significant (pb .005), but none of the planned
comparisons were significant. This anterior region of the head
is highly susceptible to motion artifact, and examination of
the data revealed spuriously large and rapid changes in signal
uncorrelated with trial events owing to head movements in
four participants. Their data were excluded. The interaction
between the type of problem and level of difficulty remained



Table 4 – ROIs observed in the contrast between logic and
math problems

Region (BA) Hemisphere x y z # Voxels Max z

Type of problem
MFG (8) R 37 21 39 8 4.15
IPL (40) R −51 −61 44 143 5.62
MFG (8/9) R 8 42 34 51 5.04
MFG (8) L −24 5 47 10 −4.77
MFG (8) R 28 0 47 6 −4.79
PrCG (4) L −37 −16 47 19 4.75
IPS (7) B −21 −67 50 442 −6.24
MFG (9/46) L −40 40 25 32 −4.58
IPL (40) L −51 −53 42 96 5.93
PoCG (43) L −46 −17 23 46 4.76
IFG (45) R 56 26 13 6 4.65
Caudate L −20 15 8 18 −4.81
IFG (44/45) L −39 22 −5 64 4.97
Caudate R 18 16 −7 9 −4.51
STG (42) L −60 −26 10 37 4.69
MOG (18) L −20 −92 22 12 4.64

Level of difficulty
PrCG (4) L −37 −13 50 9 4.33
MFG (46) R 45 35 24 10 4.13
PC (31) L −2 −37 29 9 3.49
PoCG (43) L −47 −16 19 10 3.78

Type×difficulty interaction
SPL (7) R 32 −55 54 33 1.75
SPL (7) L −32 −55 54 19 1.85
STG (22) R 48 −29 9 7 2.01
SFG (10) R 30 63 −1 8 2.62

Regions of interest (Brodmann's areas, BA), hemisphere, Talairach
coordinates of most significant voxel (x, y, and z), the number of
voxels, and themaximumvalue of z (on the normal distribution). The
ROIs are the foci of significant activation differences as a function of
the type of problem (logical or mathematical), its level of difficulty
(easy or hard), or their interaction. SFG = superior frontal gyrus,MFG =
middle frontal gyrus, IFG= inferior frontal gyrus, IPL = inferior parietal
lobule, PrCG = precentral gyrus, IPS = precuneus, PoCG = postcentral
gyrus, STG = superior temporal gyrus, MOG = middle occipital gyrus,
PC = posterior cingulate, SPL = superior parietal lobule.
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significant for the 12 remaining participants (pb .005) and all
the significant ROIs remained the same for them. A planned
comparison revealed that during the 8-second window, the
hard logical problems activated this regionmore than the easy
logical problems did (pb .025). Behavioral results reveal that
the hard math problems were more difficult than the easy
math problems, but therewas no significant difference in their
recruitment of frontal pole (pN .05) and only the hard logic
Fig. 2 – The differences between logical reasoning and mathema
regions in which reasoning yielded reliably more activity than ca
calculation yielded reliablymore activity than reasoning. The figu
of both sorts. The analysis was conducted on the 8-second perio
area 42 extends inferiorly into area 42. A left hemisphere ROI ap
(participants responded with their right hand). Logical processing
accompanying mathematical processing occurred in the left fron
which typically mediates eye movements, and was highly active
foveation of the equation throughout its solution.
problems showed elevation above baseline there. The peak of
activation for hard logic problems occurred several seconds
after participants began solving the problems. Interestingly,
this time course is similar to the right frontal regions revealed
by analyzing the full solution period. We interpret this
phenomenon as a high-level manipulation of mental models
after they have been constructed.

2.5. Analysis for common processing

Wealso addressed the question of what brain regionsmight be
participating for solution of both the logic and the math
problems. One approach to such a question is a conjunction
analysis, inwhicha control condition is subtracted fromeachof
two experimental conditions, and the intersection of the two
differences is taken. Thepresent studydidnot include a control
condition, precluding execution of a conjunction analysis. We
explored a different approach to determining recruitment
common to both tasks: subtracting easy logic from hard logic,
and easy math from hard math, and computing the intersec-
tion between the two differences. No significantly different
activations for easy and hard math were found (pN .05), so no
intersection was calculated. This is in accord with the similar
levels of activation intensity observed for easy and hard
problems; this is considered further in the discussion.
3. Discussion

3.1. The substrate for deduction

Fig. 2 presents the regions of the brain yielding reliable diffe-
rences between logical reasoning and mathematical calcu-
lation (regions significant at pb .0001). A frontoparietal
network including right prefrontal cortex, perisylvian lan-
guage areas, bilateral inferior parietal lobule, and middle
occipital gyrus were significantly more active during the
deduction problems. Spatial processing has been associated
with the right hemisphere (Baddeley, 1996; Kosslyn, 1994;
Slotnick and Moo, 2006; Smith et al., 1996). This activation is
consistent with executive processing of spatial information.

3.2. The role of language areas in deduction

Broca's and Wernicke's regions and right inferior frontal cortex
responded more during the logic than themath problems, and,
as may be seen in Fig. 2, the left-hemisphere language areas
were active as the premiseswere read. It appears that soon after
tical calculation in brain activity. Red and yellow indicate
lculation, and shades of blue indicate regions in which
re also presents the timelines for the easy and hard problems
d indicated by the gray bar. The ROI anterior to Brodmann's
parent at z=45 is in the motor region for hand control
elicited primarily right prefrontal activation, while activation
tal lobe. The exception was bilateral frontal eye field (BA 8),
during mathematical calculation, presumably as a result of



Fig. 3 – A mask selected ROIs more active during logic than during math problems. To discriminate regions active throughout
the solution of deductive problems, activation in these ROIs was compared for hard and easy logic problems during the full
solution epoch (hash-marked window, adjusted for 4-second hemodynamic lag).
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the presentation of the conclusion, these regions exhibited a
peak in activation that was short in duration relative to activity
in right frontal cortex, then quickly returned towards baseline.
This pattern indicates that linguistic processing occurred for the
conclusion to complete an understanding of the problem, but
then it ceased and processing shifted to the construction of a
visuospatial representation mediated in right frontal cortex.
This conclusion is confirmed by our comparison of reasoning
activity for hard and easy logic problems during the entire
solution period. None of the language areas remained signifi-
cantly active as the solutions were computed. Recruitment of
left visual cortex (Brodmann's area 18) may also have resulted
from processing of a visuospatial representation, but this
activity did not differ significantly between hard and easy logic
problems during analysis of the 30-second solution window.

Difficultiesmay arise when linguistic processing is equated
with logical processing. As is evident from the time courses in
Fig. 2, solution of the deduction problems could not have
occurred without the preceding linguistic processing. The
interpretation of a problem that is presented linguistically
must occur beforementalmodels can be constructed. Monti et
al. (2007) also observed this sequence of activation first in
language areas and then in other cortical regions. Thus, we
should be cautious in explaining diminished reasoning
abilities in patients with compromised left frontal cortex to a
loss of the reasoning substrate (Adolphs et al., 1996; Goel et al.,
2007; Varley and Siegal, 2000). The deficit could simply be
because, when presented with a problem, the patients are
unable to comprehend it or to form a representation of it. In
the case of studies with split-brain patients (Gazzaniga, 1985;
Gazzaniga and Smylie, 1984), these patients may be able to
form a linguistic representation, but be unable to construct a
right-hemisphere model of it.

3.3. Frontopolar cortex and complex deduction

In our study, anterior prefrontal cortex, or frontopolar cortex,
is the sole locus specializing in the harder logic problems. This
region differs from more posterior cortex in several respects.
Pyramidal neurons there are sparser but have richer, more
complex dendritic trees which receive more inputs than other
association areas and their intracortical connections are
primarily to other supramodal association cortex (Jacobs et al.,
2001; Travis and Jacobs, 2003). This morphology suggests a role
of integrating function or representations across the higher
processing centers in the brain. It is the most recently evolved
part of the frontal lobes (Semendeferi et al., 2001) and is a late
cortical structure to reach maturation (Flechsig, 1901; Gogtay
et al. 2004), which can be delayed by years as a function of
measured intelligence (Shaw et al., 2006). We surmise that the
more complex models required by these problems called for
assembling and reordering structured representations inwhich
logical validity depended on relations among model elements.
This interpretation is consistent with findings that relational
complexity (Robin and Holyoak, 1995; Halford et al. 1998;
Holyoak and Thagard, 1995) demands executive processing
capacity (Halford et al., 1998; Kroger and Holyoak, 2004) and
depends on frontal cortex. It is degraded inaging, inAlzheimer's
patients (Waltz et al., 2004), and when the integrity of frontal
cortex is compromised (Waltz et al., 1999). The solution of
problems high in relational complexity recruits frontopolar
cortex (Kroger et al., 2002). It is because of the relational
complexity of models used for the hard logic problem that
they depended on frontopolar cortex.

3.4. Substrate for mathematical processing

A different frontoparietal network responded most to math-
ematical processing that included left dorsolateral frontal
cortex, bilateral superior frontal cortex comprising the frontal
eye fields, bilateral caudate, and bilateral superior cortex. The
language areas did not show so large a response when the
formula was presented as they did when the logic conclusion
was presented. This difference might be because participants
continued to look at the formula in order to solve it piecemeal,
rather than comprehend the formula in its entirety, as they
did for the logic conclusions. But, it might also be because
reading and interpreting the formulas did not depend on
language areas. The pattern of neural responses while solving
the formulas is consistent with responses to mathematical
processing observed by Simon et al. (2004): the activation
primarily of a left frontoparietal network involving bilateral
superior parietal lobule. Superior parietal cortex, part of the
dorsal route for visual information processing, mediates
spatial information (Dehaene et al., 2003). Dehaene et al.
argue that since numerical values may be represented as a
number line with spatial dimension, this region contributes
magnitude judgment to mathematical thinking.

Our finding of left dorsolateral frontal activation in
conjunction with caudate is consistent with other studies of



Fig. 4 – Red regions (including the left hemisphere
language areas) are ROIs which were more active during
logic than during math problems, but whose average
activity over the whole 30-second solution window was not
different for hard and easy logic problems, despite the
longer time participants spent solving the hard problems.
Green regions (including right frontal activations and
bilateral inferior parietal activations) are areas that were
more active over that period for hard problems than for
easy problems, so were active for a time corresponding to
the time required for solution. ROIs in middle occipital
gyrus, and precentral sulcus that were more active for logic
than for math are not depicted, and were not
significantly different in this analysis.
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mathematical processing (Dehaene et al., 1999, 2003; Simon et
al., 2002, 2004). The cortex is anatomically connected to the
basal ganglia through a series of parallel bidirectional loops.
Dorsolateral prefrontal cortex shares relatively greater con-
nectivity with the caudate head, and evidence suggests that
the caudate head may be more sensitive to executive
processing (Melrose et al., 2007). Working memory is neces-
sary for encoding, maintaining, and performing calculations
with the numbers in the math conclusions. Thus activity
there is consistent with earlier work and reflects the interac-
tion of left dorsolateral cortex with caudate during this
processing.

Dehaene et al. (2003) and others have observed inferior
parietal participation in mathematical computation, but our
results are not in agreement with this observation. We
observed significant engagement of inferior parietal cortex
by deduction, but not by the solution of the math problems.
The significance of the comparison between them is partly due
to the suppression of activity there during themath problems.
The BOLD response for math is suppressed roughly twice as
much for math as it is elevated for logic in left BA 40, and the
two are roughly equal in right BA 40. Themaxima of these ROIs
are superior to Brodmann's area 40 (supramarginal gyrus),
near its junction with area 39 (angular gyrus). This finding is
contrary to views about the association between mathema-
tical processing and inferior parietal lobule, which have a
history dating back to Gerstmann (1924). He observed a cluster
of deficits resulting from damage to angular gyrus, including
acalculia. Neuroimaging studies of calculation have frequently
revealed angular gyrus involvement in calculation (Dehaene et
al., 1999; Grabner et al., 2007; Menon et al., 2000) and less often,
supramarginal gyrus (Simon et al., 2002; Dehaene et al., 2003;
Fehr et al., 2007). Dehaene et al. (2003) credit this recruitment
in angular gyrus to verbal mediation of numbers in calculation
in keeping with its association with phonological processing.
They suggest that subtraction and addition call for magnitude
judgment and depend on superior parietal cortex whereas
multiplication and division require use of rules. Lee (2000) has
also found evidence for this anatomical dichotomy. Mediation
of the mathematical rules would depend on phonological and
semantic representation of numbers and thus engage angular
gyrus (Dehaene et al., 2003).

Inconsistent findings have clouded the exact role of the
inferior parietal lobule in calculation. van Harskamp et al.
(2005) observed intact supramarginal and angular gyri in a
lesion patient who lost ability to retrieve multiplication facts
but not addition facts, and preserved multiplication ability in
another patient with lesions in supramarginal and angular
gyrus. Mayer et al. (1999) reviewed the literature on the
Gerstmann syndrome, and noted that a range of divergent
number-related deficits are credited to the syndrome, from
inability to calculate to inability to count. They examine in
detail a case of pure Gerstmann syndrome caused by focal
damage to white matter underlying angular gyrus, and
conclude that the underlying defect is in the ability to
manipulate images. This conclusion is consistent with other
findings regarding visual or spatial imagery and inferior
parietal lobe: Brunetti et al. (2007) observed supramarginal
mediation of identification of the location of an auditory
target, Krueger et al. (2007) found angular and supramarginal
gyrus responses to selection of a spatial target, more so in the
right hemisphere, and in a study by Yeh et al. (2007) inferior
parietal lobule activitywas key to directing attention to change
detection for spatial and color features. Caplan et al. (2006) also
observed more activity in the right inferior parietal lobule for
attention to motion. Using fingers to imitate novel actions
(Tanaka et al., 2001), construction of an object shapewith hand
motion (Jancke et al., 2001), and attention to limb movement
(Rushworth et al., 2001) recruit supramarginal gyrus.



98 B R A I N R E S E A R C H 1 2 4 3 ( 2 0 0 8 ) 8 6 – 1 0 3
Gerstmann syndrome is also characterized by disruption of
spatial discrimination as well as finger agnosia, and inferior
parietal cortexplaysa role in spatialworkingmemory (Leunget
al., 2007; Olesen et al., 2007; Olesen et al., 2003; for a review see
Vallar, 2007). Given the participation of right hemisphere but
not perisylvian language areas during the deduction problems
and greater inferior parietal activity in right hemisphere, it is
likely that the latter results from manipulation of mental
models in visuospatial working memory. That the region is
suppressed for math processing when participants have the
formula before them and can consult it in stepwise manner,
but active for deduction, further supports this argument.

Bilateral activation in BA 8 corresponds to the frontal eye
fields; this may result from participants shifting their gaze
among parts of the mathematical equation, whereas it was
not necessary to keep gaze as steadily fixed on the logic
conclusion. Frontal eye fields are associated with control of
gaze (Berman et al., 1999) and with directing visual attention
(Corbetta et al., 1998).

3.5. Difficulty of the two problem types

Our attempt to perform a conjunction analysis revealed no
significant difference in the neural substrates recruited for
easy and hard math problems. We elected to match our math
and logic problems on reaction time as a way to equate
difficulty across the problem types and to keep solution and
fMRI sample times comparable across conditions. We
observed a difference in accuracy for the easy and hard logic
problems but not for the easy and hardmath problems. Taken
together this suggests a larger qualitative difference between
processing of the easy and hard logic problems than between
the easy and hard math problems. It may be that while the
search for counterexamples in the hard logic problems
entailed qualitatively different processing from solution of
the easy logic problems, essentially the same processing was
required for solving all math problems but it lasted longer for
the hard math problems. These results seem consistent with
findings of similar neural processing substrates in various
studies of mathematical processing (Dehaene et al., 1999";,
2003; Simon et al., 2002). A future study would benefit from
inclusion of a baseline control condition which could be
subtracted from the logic and the math conditions, to permit
better observation of the intersection between the neural
substrates recruited by them.

3.6. Comparison with previous findings

In contrast to some other studies, we found no left frontal
activation during solution of the deduction problems, except
in Broca's area. Activity here has been implicated in verbal
tasks and may reflect subvocal processing of verbal informa-
tion (Gruber et al., 2001; Henson et al., 2000; Smith et al.,
1998). This region has also been implicated in semantic
retrieval (Sabb et al. 2007) and in selection among competing
perceptual or semantic possibilities, such as when a
sentence completion or verb generation task has many
possible answers (Thompson-Schill et al. 1997). In deduction
studies employing paradigms where participants aborted
processing of control problems when a conclusion was
unrelated to the premises (Goel et al. 2000, Goel and Dolan,
2000, 2003a,b, 2004; Noveck et al., 2004) subvocalization
would cease, and subtraction of activity during the baseline
period during which no conclusion was being computed
from the same conclusion period in deduction problems
could then explain recruitment of this region as subvocali-
zation. Similarly, when reasoning involved semantic con-
tent, regions responsible for semantic processing would
appear if activity during solution was contrasted with
activity when solution was aborted. This subtraction could
produce a left ventral frontal ROI. The same is true for
selection. Any of these processes in inferior frontal cortex
could account for the fact that inferior left frontal activations
appear in several studies using this sort of baseline task.
Even if we disregard these alternate explanations, activation
in left inferior frontal cortex during deduction does not
necessarily mean that it participates in deductive reasoning,
as is demonstrated by the results of the present study. We
observed activations in Broca's region during encoding of the
premises and conclusion which were not sustained during
solution of the deduction problems.

Response intensity of the ROIs we observed in right frontal
cortex did not differ in intensity. If similar regions were active
in the study performed by Monti et al. (2007), they would not
have been detected, since the regions they attribute deduction
to were found by a contrast between their complex and simple
deduction problems. Moreover, the activations they found are
not a result of differing durations of processing, as in our 30-
second window analysis, since they focused on shorter
windows of equivalent duration for the complex and simple
problems. These issues may explain why Monti et al. failed to
find right frontal activation for deduction, and emphasize the
difficulty of elucidating the neural substrate of deduction from
a paradigm in which both conditions in a contrast depend on
logical reasoning.

3.7. Conclusion

The present results seem incompatible with a purely linguistic
theory of logical reasoning, which employs only formal rules
of inference operating on the logical form of sentences. One
indication to the contrary is in the participants' reports in the
pilot study on how they tackled the logical problems: they
used their fingers or envisaged spatial models to represent the
potential overlaps among the individuals in the room. Such a
process is hard to reconcile with the use of purely formal rules.
The rule theories postulate a search for a formal derivation for
both easy and hard problems, which differ only in the number
of premises that need to be taken into account. And so another
difficulty for the theory is to explain why linguistic processes
in reasoning should activate right prefrontal cortex. No current
formulation of rule-based reasoning postulates mechanisms
that should recruit this region, and some authors have
claimed that deduction depends only on left prefrontal cortex.
Wharton and Grafman wrote: “Reasoning about highly image-
able, content-independent situations appears to be mediated
by left posterior regions rather than by the right hemisphere.
This finding appears to weaken deductive reasoning theories
based on non-verbal cognition.” They conclude: “mental model
theory's claim of a mostly non-verbal deductive reasoning
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process does not appear to be borne out by initial clinical and
neuroimaging data” (Wharton and Grafman, 1998, p 58).

How are we to make sense of the results? It is necessary to
speculate, but our account is constrained by our computa-
tional implementation of the model theory, the behavioral
evidence on the search for counterexamples, and existing
knowledge of neural functions. The participants have to read
the premises, and at that point they cannot tell whether the
problem will be logical or mathematical. They soon became
practiced and reported that they usually extracted and
encoded the numbers and the different sorts of individuals
referred to in the premises. There is a concomitant pattern of
three components in brain activity during this period of
reading the premises: a brief elevation of language areas;
sustained elevation in the frontal and inferior parietal areas
mediating working memory; and suppression in some frontal
and posterior areas. For the logical problems, reasoners must
then understand the question posed by the conclusion. This
process also recruits language areas. The question can be
answered either immediately from the model of a single
premise (the easy problems) or from a search for counter-
examples (the hard problems). Reasoners could, of course,
search for counterexamples to the conclusions of easy
problems. However, their initial models of the premises yield
the correct answer in any case, whereas their initialmodels for
the difficult problems represent all three premises and may
yield the wrong conclusion, see the greater percentages of
errors for these problems in Table 2. The process of reasoning
depends on models, and so language areas cease to be active
as participants are inferring the answer for the logic problems.
The models are maintained and manipulated by activity in
inferior parietal and right frontal areas. In searching for
counterexamples, reasoners try to construct a model that
meets two independent goals: on the one hand, the model
satisfies the premises; on the other hand, it refutes the
conclusion. As the relational complexity of this process
grows it depends increasingly on the right frontal pole.

Our results make clear that logical reasoning and mathe-
matical thinking do rely in part on distinct neural substrates,
and so high-level cognition does not depend solely on a
Fig. 5 – The interaction between the type of problem and level of
revealed that during the 8-secondwindow, the hard logic problem
There was no difference between the hard and easy mathematic
elevation above baseline.
unitary global system. There may be regions common to both
kinds of reasoning, but the finding of areas more specialized
for logic only in the right frontal lobe, and for math only in the
left frontal lobe,makes it clear the substrates for these kinds of
reasoning differ. Logical reasoning goes beyond linguistic
processing to the manipulation of non-linguistic
representations.
4. Experimental procedures

The research was carried out in accordance with guidelines of
the Princeton University Institutional Review Panel for Human
Participants of the University Research Board, and the
participants were screened for magnet compatibility and
signed consent forms. They were shown examples of the
problems before they entered the scanner in to familiarize
themwith the tasks. The logic problemswere adapted from an
earlier behavioral study in which participants were observed
constructing with pencil and paper counterexamples on the
hard logic problems. The math problems used prestatements
and premises identical in form to those for the logic problems,
so that the only differences between logic and math problems
occurred at presentation of the conclusion. Each of the 16
participants in the fMRI study carried out 10 sets of trials in
counterbalanced orders, and each set included one problem of
each of the four sorts (easy logic, hard logic, easy math, and
hard math problem) randomly ordered. On each trial, the
participants saw a blank screen for 3 s, a fixation word
(“READY”) for 2 s, and then a statement (the “prestatement”)
setting up the problem for 3 s, at which time it was joined on
screen by the three premises which together remained visible
for 11 s. There was a blank screen for 1 s, and then the screen
containing the conclusion to be evaluated, or mathematical
formula to be checked, for 30 s. As soon as this screen
appeared, the participants could begin to solve the problem.
When they had decided whether or not the conclusion was
valid (for the logical problems) or true (for the mathematical
problems), they responded ‘yes’ or ‘no’ by pressing one of two
buttons. A 14-second intertrial interval occurred before the
difficulty in right frontal pole (BA 10). A planned comparison
s activated this regionmore than the easy logic problems did.
al problems, and only the hard logic problems showed
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next trial in order to permit the hemodynamic response to
return to baseline level. The sequence of events in a trial is
shown in Fig. 1. Each trial immediately followed the previous
trial except between sets of four problems, when the
participants rested for several seconds.

4.1. fMRI methodology

Thirty-two images were acquired during each trial (1.5-T GE
Signa whole-body scanner, standard head coil). Functional
images were acquired in 20 axial slices parallel to the AC–PC
line (one-shot spiral pulse sequence; TR: 2000 ms; TE: 45 ms;
flip angle: 80°; FOV: 240 mm; 3.75 mm isotropic voxels). Before
the statistical analysis, the images for all participants were
coregistered using a 12-parameter automatic algorithm. They
were also smoothed using an 8 mm FWHM 3D Gaussian filter.
Four participants were removed from one analysis due to
motion artifact; this was determined using the AIR program
(Woods et al., 1998).

4.2. fMRI analysis

To discover differences in the neural activity evoked by logical
andmathematical problems, a voxel-wise analysis of variance
(of problem type X difficulty) was performed on the four
images in an 8-second interval starting 4 s after the presenta-
tion of the question (the shaded region in Fig. 1). This window
was selected to compensate for hemodynamic lag and it was
based on the solution times for easy problems, so that for both
easy and hard problems, the participants would be calculating
the solution during the entire window. This procedure
ensured that any significant results reflected solely the
differences in mental processes underlying the solution of
the four sorts of problem and were not contaminated by
differences in solution time for the easy and hard problems.
The same analyses of variance were also carried out on the
results for the entire solution period (30 s), on the results for
the period between the presentation of the problem and the
mean response time of the four sorts of problem, and on the
results for the period between the presentation of the problem
and each participant's response on each trial. All three of
these analyses were carried out separately on all responses
and on only the correct responses. In each case, the results
were almost identical to those that we report for the 8-second
window.

Significant regions of interest (ROIs) were revealed by
thresholding statistical maps of voxel-wise F-ratios for
significance. Only groups of six or more contiguous signifi-
cantly active voxels are reported; this constraint corrects the
results for multiple statistical comparisons across voxels. The
cluster size threshold was selected using Monte Carlo simula-
tions to achieve acceptable family-wise error rates (pb .01)
given the spatial correlations in the functional data along with
varying choices of voxel-wise significance thresholds. ROIs are
clusters of voxels that each exhibited a significant difference
in activation during solution of logic and math problems. All
reported activations are voxel clusters found by voxel-wise
thresholding which also meet the contiguity requirement. A
planned comparison determined the directionality of differ-
ences (either greater activation during logic or during math
calculation) by thresholding maps of t-values (two-tailed) for
these ROIs. Main effects for math vs. logic depicted in Fig. 2
were significant at a threshold of pb .0001. The interaction
depicted in Fig. 5 was less strong but still significant, pb .005;
and the planned comparison was significant at pb .025.

To determine whether ROIs of significant activation during
the logic problems were active longer for the hard logic
problems than for the easy ones, a t-test analysis was
performed on those ROIs (using a mask) over the full 30-
second response period, and significant voxels were thre-
sholded (pb .005). The rationale of this analysis is that neural
sites active longer in the hard problems than the easy ones
must be those involved in the computation of the deduction.
This analysis could reveal whether the total activation of the
hard problems across the 30-second solution period was
significantly greater than for the easy problems. Such a
finding could indicate that the sites significantly more active
for the hard problems were active for a longer time, and thus
corresponded to the actual computation of the solution.

We attempted an analysis to determine areas of activation
common to bothmath and logic problem solution, subtracting
for each problem type activity for the easy problems from that
for the hard problems, to find the intersection between these.
The intersection was not computed since no significant
differences were observed for the easy and hard math
problems.
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