
Full Terms & Conditions of access and use can be found at
http://www.tandfonline.com/action/journalInformation?journalCode=pecp21

Download by: [Universitaetsbibliothek Freiburg] Date: 28 January 2016, At: 23:49

Journal of Cognitive Psychology

ISSN: 2044-5911 (Print) 2044-592X (Online) Journal homepage: http://www.tandfonline.com/loi/pecp21

Spatial conditionals and illusory inferences

Marco Ragni, Tobias Sonntag & Philip N. Johnson-Laird

To cite this article: Marco Ragni, Tobias Sonntag & Philip N. Johnson-Laird (2016):
Spatial conditionals and illusory inferences, Journal of Cognitive Psychology, DOI:
10.1080/20445911.2015.1127925

To link to this article:  http://dx.doi.org/10.1080/20445911.2015.1127925

Published online: 28 Jan 2016.

Submit your article to this journal 

View related articles 

View Crossmark data

http://www.tandfonline.com/action/journalInformation?journalCode=pecp21
http://www.tandfonline.com/loi/pecp21
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/20445911.2015.1127925
http://dx.doi.org/10.1080/20445911.2015.1127925
http://www.tandfonline.com/action/authorSubmission?journalCode=pecp21&page=instructions
http://www.tandfonline.com/action/authorSubmission?journalCode=pecp21&page=instructions
http://www.tandfonline.com/doi/mlt/10.1080/20445911.2015.1127925
http://www.tandfonline.com/doi/mlt/10.1080/20445911.2015.1127925
http://crossmark.crossref.org/dialog/?doi=10.1080/20445911.2015.1127925&domain=pdf&date_stamp=2016-01-28
http://crossmark.crossref.org/dialog/?doi=10.1080/20445911.2015.1127925&domain=pdf&date_stamp=2016-01-28


Spatial conditionals and illusory inferences
Marco Ragnia, Tobias Sonntagb and Philip N. Johnson-Lairdc,d

aDepartment of Artificial Intelligence, Technical Faculty, Freiburg University, Freiburg, Germany; bCenter for Cognitive Science,
Freiburg University, Freiburg, Germany; cDepartment of Psychology, Princeton University, Princeton, NJ, USA; dDepartment of
Psychology, New York University, New York, NY, USA

ABSTRACT
Studies of reasoning often concern specialised domains such as conditional inferences or
transitive inferences, but descriptions often cut across such domains, for example:

If the circle is to the left of the square then the triangle is to the right of the square.
The square is to the right of the circle.
The triangle is to the right of the square.
Could all three of these assertions be true at the same time?

We report four experiments testing the mental model theory of such problems, which
combine spatial transitivity and conditional relations. It predicts that reasoners should try
to find a single mental model in which all the assertion hold:

○ □ Δ
Such problems should be easier than those that call for a model in which both clauses

of the conditional are false, as when the conditional above occurs with:

The square is to the left of the circle.
The triangle is to the left of the square.

In this case, most participants had the “illusion” that the set was inconsistent
(Experiment 1). Analogous results occurred when participants evaluated whether a
diagram, such as the one above, depicted a possible spatial arrangement (Experiment 2),
and when they evaluated the consistency of a conditional and a conjunction
(Experiment 3), and of sets of assertions that contained two conditionals (Experiment 4).
The findings appear to be beyond the explanatory scope of theories of reasoning based
on logical rules or on probabilities.
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Inconsistencies are dangerous. If a description is
inconsistent, then it contains at least one false asser-
tion, and to base a decision on a falsehood is a recipe
for disaster. As a consequence, individuals try to
determine the origins of an inconsistency and to
restore consistency (Johnson-Laird, Girotto, &
Legrenzi, 2004). The detection of simple inconsisten-
cies is within the competence of naive individuals,
that is, those who have not mastered logic, though
in general the task is computationally intractable
(Cook, 1971). Most psychological theories of reason-
ing offer no explanation of how individuals assess
consistency or of what causes systematic errors in
their performance (Johnson-Laird, Legrenzi, Girotto,
& Legrenzi, 2000). In contrast, the theory of mental
models – the “model theory”, for short – answers
both these questions, and we describe its answers

presently. One potential alternative is that reasoners
rely on logical rules of inference (e.g. Rips, 1994). A
simple “deductive strategy” is that they evaluate a
set as consistent provided that one assertion in the
set follows logically from the others. But, this strat-
egy fails in many cases, for example:

The triangle is to the left of the square.
The square is to the left of the circle.

The two assertions can both be true, and so they
are consistent with one another. Yet, neither asser-
tion can be deduced from the other. Nevertheless,
the evaluation of consistency is closely related to
deductive reasoning, and in some formulations of
logic, the validity of an inference depends on
showing that the negation of its conclusion is incon-
sistent with its premises (e.g. Jeffrey, 1981). This
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relation yields a general deductive procedure for
testing consistency: if the negation of one assertion
in the set follows logically from the remaining asser-
tions, then the set is inconsistent. The procedure
seems implausible for naive reasoners, and no pre-
vious studies of consistency have ever reported its
use (e.g. Johnson-Laird et al., 2004). Indeed, many
individuals fail to make the correct negations of
assertions (Khemlani, Orenes, & Johnson-Laird,
2013). Rips’s system is an advance over its rivals,
but, as he proved, it is not a complete inference
system (Rips, 1994, Chap. 4), and so it cannot
provide a general basis for the evaluation of consist-
ency. Nevertheless, we will examine in the following
the simple deductive strategy in which participants
try to prove one assertion from the others in order
to assess consistency.

Empirical tests of theories of reasoning tend to
focus on a particular domain, such as spatial reason-
ing or conditional reasoning. Problems in daily life,
however, often depend on premises that cut
across these “text book” domains, for example:

If the school is to your left, then the bank is to your
right.
You’re to the right of the school.
Therefore, the school is to the left of both you and
the bank.

This inference hinges on a conditional relation
between spatial arrangements. The model theory
applies to conditionals (e.g. Johnson-Laird & Byrne,
2002) and to spatial relations (e.g. Byrne & Johnson-
Laird, 1989; Knauff, 2013; Ragni & Knauff, 2013;
Ragni, Knauff, & Nebel, 2005). But, how does it fare
in explaining inferences that depend on both? The
conditional above yields a transitive inference to the
conclusion that the school is to the left of the bank,
granted that the conditional’s if-clause is true.
Hence, such conditionals are more complex than
simple conditionals that do not yield inferences
merely from the contents of their two clauses. A
well-established phenomenon is that naive individ-
uals have todeliberate in order tomake certain deduc-
tions fromsimple conditionals (Johnson-Laird&Byrne,
2002). This difficulty should be exacerbated in the case
of conditionals yielding transitive inferences.

No previous psychological experiments appear to
have investigated reasoning about conditional
relations between spatial arrangements. The aim of
the present research was therefore to examine
how individuals assess the consistency of sets of
assertions containing such conditionals. As the
next section shows, the model theory predicts that

reasoners should be vulnerable to systematic
errors that are sufficiently robust to constitute cogni-
tive illusions. In what follows, the article describes
the model theory as it applies to such tasks. It then
reports four experiments that corroborate the
theory’s predictions. Finally, it discusses the impli-
cations of these results for other theories of
reasoning.

The model theory of spatial descriptions

In outlining the model theory, this section deals first
with simple spatial relations, then with conditional
relations, and finally with the combination of the
two. The model theory of spatial reasoning has
been implemented computationally (see Johnson-
Laird, 1983; Johnson-Laird & Byrne, 1991, Chap. 9;
Knauff, 2013; Ragni et al., 2005; Ragni & Knauff,
2013). The theory and its computer implementations
apply to three-dimensional spatial arrangements,
but throughout the present paper the layouts are
one-dimensional, that is, one shape cannot be on
top of another or in front of it. A corollary is that
the falsity (or negation) of:

The square is to the right of the circle is equival-
ent to the affirmative relation:

The square is to the left of the circle.

A relation such as, _ is to the right of_, is transitive
in that it yields a valid inference of the following sort:

x is to the right of y.
y is to the right of z.
Therefore, x is to the right of z.

The traditional way to capture transitivity is with a
corresponding axiom (or “meaning postulate”):

If x is to the right of y, and y is to the right of z,
then x is to the right of z where x, y, and z, range
over the entities in the universe of discourse. This
axiomatic approach depends on formal rules of
inference (e.g. Rips, 1994). In contrast, the model
theory postulates that individuals use the meanings
of assertions to make mental simulations (e.g. Khem-
lani, Mackiewicz, Bucciarelli, & Johnson-Laird, 2013).
In the case of spatial assertions, they construct
mental models from which transitivity is an emer-
gent property (Johnson-Laird, 1983, p. 205 et seq.;
Goodwin & Johnson-Laird, 2005). Consider the fol-
lowing example:

The circle is the left of the square.
The square is to the left of the triangle.
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They yield the mental model:

○ □ Δ

where the left-to-right axis of the model corre-
sponds to the left-to-right layout of the shapes in
the relevant situation. This model supports the
conclusion:

The triangle is to the right of the circle

and no other model of the assertions refutes it, and
so it is a valid inference.

The controversy between rules and models for
spatial reasoning has been resolved experimentally.
Sets of premises that call for the same formal proof,
but that differ in the number of spatial layouts to
which they refer, differ in difficulty. Some descrip-
tions are spatially indeterminate, for example:

The square is to the right of the circle.
The circle is to the left of the triangle.

They are consistent with two distinct layouts, both of
which are possible:

○ Δ □

and:

○ □ Δ

Experiments have shown that reasoning from
indeterminate descriptions is more difficult than
reasoning from determinate descriptions, even
when an identical formal proof in both conditions
yields the required conclusion (e.g. Byrne &
Johnson-Laird, 1989). The same result holds for
reasoning about temporal relations (e.g. Schaeken,
Girotto, & Johnson-Laird, 1998; Schaeken, Johnson-
Laird, & d’Ydewalle, 1996a, 1996b). Likewise, exper-
iments have corroborated the model theory of
ternary relations (Jahn, Knauff, & Johnson-Laird,
2007), interval relations (Knauff, 2013), topological
relations (Knauff & Ragni, 2011), and relations
between relations (Goodwin & Johnson-Laird,
2006). Hence, models are better than rules in
explaining spatial reasoning.

Conditionals are much more controversial.
According to the model theory, the meanings of
conditionals and of other connectives, such as: or,
and, and before, refer to sets of possibilities
(Johnson-Laird & Byrne, 2002). The conditionals in
the present studies are basic in that the meaning
of if_then_ is not affected by the contents of the if-
clause and the then-clause, by context, or by
general knowledge. Basic conditionals have two

mental models, which are shown here on separate
lines:

A B
…

The first mental model is the only explicit one and
it represents the possibility in which A and B both
hold. The second model denoted by the ellipsis
has no explicit content, and it represents the possi-
bilities in which A does not hold. On this account,
a pair of conditionals, If A then B, and If A then not
B, appear to be inconsistent because of the conflict
between their explicit mental models.

The mental models of a basic conditional, If A
then B, can be fleshed out into a set of fully explicit
models corresponding to three different possibilities
(Johnson-Laird & Byrne, 2002):

A B
not-A not-B
not-A B

where negation (not) is used to represent false prop-
ositions. The theory postulates that the models are
fleshed out in the order shown here. And, as Bar-
rouillet and his colleagues have shown, it corre-
sponds to the order in which children acquire
these possibilities (see e.g. Barrouillet, Grosset, &
Lecas, 2000; Barrouillet & Lecas, 1999). In terms of
a conditional in which A is “the circle is to the left
of the square” and B is “the square is to the left of
the triangle”, the meanings of these possibilities cor-
respond to the following one-dimensional layouts of
the shapes, which reflect an indeterminacy in the
not-A and B contingency:

○ □ Δ (A B)
Δ □ ○ (not-A not-B)
□ ○ Δ (not-A B)
□ Δ ○ (not-A B)

Of course, most people are highly unlikely to
think of these four possibilities, at least spon-
taneously. They are more likely to rely on mental
models.

The distinction between mental models and fully
explicit models is a special case of a “dual process”
theory (see e.g. Evans, 2007; Evans & Stanovich,
2013; Kahneman, 2011; Stanovich, 1999). Earlier inti-
mations of dual processes in reasoning are due to
Wason and Johnson-Laird (1970). The model
theory embodied them from its origins, postulating
that intuitions rely on a single mental model,
which is constructed without access to working
memory (Johnson-Laird, 1983, Chap. 6), whereas
fully explicit models call for access to working
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memory and therefore processes that have more
computational power. When tasks are easy, such as
listing the possibilities to which conditionals refer,
individuals can use this greater power to construct
fully explicit models. This distinction between
System 1 for intuitions and System 2 for delibera-
tions that yield alternative models has been mod-
elled in a computer programme, mReasoner
(Khemlani & Johnson-Laird, 2013), which has been
extended to deal with the distinction between intui-
tions and deliberations in inferring probabilities
(Khemlani, Lotstein, & Johnson-Laird, 2015). The
crucial difference in computational power is that
System 1 can construct only a single representation
at a time and can run loops of operations for only a
small number of times, whereas System 2 can con-
struct alternative models by fleshing mental
models out and carry out loops of operations until
it exhausts the processing capacity of an individual’s
working memory. No other dual process theory, as
far as we know, has been modelled in a computer
programme.

The model theory postulates that content and
general knowledge can modulate the process of
interpretation. They can prevent the construction
of models of certain possibilities. They can yield,
for example, a biconditional interpretation equival-
ent to: If and only if A, then B, as in If it rained then
it poured (Johnson-Laird & Byrne, 2002, p. 663),
which is compatible with only two fully explicit pos-
sibilities, because it cannot pour without raining:

Rained poured (A B)
Not-rained Not-poured (Not-A Not-B)

They can also establish temporal and other
relations between A and B (e.g. Johnson-Laird &
Byrne, 2002; Juhos, Quelhas, & Johnson-Laird,
2012). It follows that the mental algorithm for inter-
preting conditionals cannot be truth-functional. The
process of interpretation yields models of possibili-
ties, not the truth values of clauses. Conversely, if
the interpretative system had access only to the
truth values of the if-clause and the then-clause,
then it would be unable to take into account tem-
poral relations or to determine which sets of possibi-
lities a conditional refers to. The possibilities
represented in these fully explicit models of a
basic conditional, If A then B, correspond to the
true rows of a truth table for material implication
in sentential logic. But, possibilities are not truth
values. A truth table represents a disjunction of
alternative cases, whereas a basic conditional

refers to a set of possibilities, and sets have the
force of conjunctions (Johnson-Laird, Khemlani, &
Goodwin, 2015).

Individuals can judge that a set of assertions is
consistent if they can envisage a possibility
common to them all, because then they could
each be true (see Jeffrey, 1981, p. 8). The model
theory accordingly postulates that individuals evalu-
ate consistency by trying to construct a model of
such a possibility. If they can find such a model,
then they judge that the set is consistent; otherwise,
they judge that is inconsistent. As we now illustrate,
the way in which they carry out this process is to
interpret the assertions in the set, clause by clause.

A typical problem from our experiments (problem
2, Experiment 1) is as follows:

If the square is to the right of the circle then the
triangle is to the right of the square.
The circle is to the left of the triangle.
The square is to the left of the triangle.
Could all three of these assertions be true at the
same time?

The problem, in effect, calls for an evaluation of the
consistency of the three assertions, and the correct
evaluation depends both on the conditional and
on the two categorical assertions. The first clause
of the conditional above yields the model:

○ □

and the second clause updates this model to:

○ □ Δ

As before, the left-to-right axis in this diagram
corresponds to the left-to-right layout of the
shapes in the relevant situation. The second asser-
tion in the example, the circle is to the left of the tri-
angle, holds in this model – indeed, the model
yields this transitive conclusion. And the third asser-
tion, the square is to the left of the triangle, also holds
in the model. The three assertions are therefore con-
sistent with each other, and so they could all be true
at the same time. In contrast, the deductive strategy
leads individuals to infer that a set is consistent if
they can deduce one of its assertions from the
others. Hence, the strategy cannot explain this evalu-
ation, because no two assertions in the set logically
imply the third assertion. There is no need to go
beyond the single mental model of the conditional in
order to determine that the assertions are consistent.

A contrasting problem from our experiments
(problem 4, Experiment 1) is as follows:

4 M. RAGNI ET AL.
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If the circle is to the left of the square then the
square is to the left of the triangle.

The circle is to the right of the triangle.
The circle is to the right of the square.

The process of constructing a mental model of
the conditional proceeds as before, and yields:

○ □ Δ

But, the second assertion does not hold in this
model, and neither does the third assertion. Hence,
reasoners should tend to respond that the three
assertions cannot all be true at the same time. This
evaluation, however, is an illusion. Reasoners can
avoid it only if they flesh out their mental models
of the conditional into a fully explicit model of the
conditional in which its if-clause does not hold and
its then-clause does not hold:

Δ □ ○

Both the second assertion and the third assertion in
the set hold in this model, and so the three asser-
tions can in fact all be true at the same time contrary
to the illusory evaluation.

As these contrasting examples show, the model
theory’s predictions hinge on the distinction
between System 1, which uses a single mental
model, and System 2, which can use fully explicit
models. Hence, the first sort of problem above,
which can be solved from a single mental model
of the conditional, should be easier than the
second sort of problem, which can be solved only
by constructing at least one additional fully explicit
model. The theory therefore predicts that evalu-
ations of consistency should be likely to be correct
when mental models yield them but to yield illu-
sions of inconsistency when they depend on fully
explicit models. We show later that evaluations of
consistency can differ in predicted difficulty too.

Experiment 1

The participants’ task in this experiment was to
evaluate the consistency of sets of assertions.
Because naive individuals are sometimes confused
by the concept of “consistency”, we framed the pro-
blems in the equivalent terms of whether or not it
was possible for the assertions in a set to all be
true at the same time. Each set contained one con-
ditional assertion and two categorical assertions,
and so a typical problem (problem 1) was:

If the circle is to the left of the square, then the
square is to the left of the triangle.

The square is to the right of the circle.
The triangle is to the right of the square.

Could all three of these assertions be true at the
same time?

For convenience, we abbreviate problems
throughout the paper using the following notation:

If A then B
′A
′B

where A relates x to y, B relates y to z, and C relates
x to z. ′A stands for the converse of the relation
A, and so if A is true then so is ′A. The problem can
be solved from a mental model alone. A contrasting
problem (problem 4) has the following structure:

If A then B.
¬B.
¬A.

where ¬B and ¬A denote implicit negations of
relations, for example, if A denotes x is to the left of
y, then ¬A denotes x is to the right of y or its equiv-
alent converse: y is to the left of x. Granted the
one-dimensional nature of the problems, A is true
if, and only if, ¬A is false. An example of problem 4
is accordingly:

If the circle is to the left of the square
then the square is to the left of the triangle.
(If A then B)
The triangle is to the left of the square. (¬B)
The square is to the left of the circle. (¬A)

The mental models of the problem suggest that
the assertions cannot all be true at the same time,
but the fully explicit models of the conditional
show on the contrary that all three assertions can
be true at the same time (see the previous section
of the paper).

The experiment examined two consistent pro-
blems that could be solved using mental models
(problems 1 and 2), and two consistent problems
that could be solved only using fully explicit
models (problems 3 and 4). Both sorts of problem
had matching inconsistent problems in which the
third assertion did not hold in either the mental
models or the fully explicit models of the previous
assertions. All possible orders of the shapes occurred
in the experiment, and participants were therefore
forced to interpret the conditionals and the catego-
ricals in order to arrive at a principled evaluation of
the assertions. The model theory predicts that pro-
blems that can be solved using mental models

JOURNAL OF COGNITIVE PSYCHOLOGY 5
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should be easier than those that can be solved only
using fully explicit models, and that the latter pro-
blems should yield illusory evaluations that the
sets of assertions are inconsistent.

Participants

The experiment tested 24 participants (12m/12f,
mean age 28 years) on Amazon’s Mechanical Turk.
They received a nominal fee for their participation.
We took the usual precautions for this procedure,
for example, the programme checked that partici-
pants were native speakers of English, and it
allowed only one participant from a given computer.

Materials

Table 1 below presents the eight spatial descriptions
used in the experiment, which each consisted of a
conditional and two categorical assertions. The third
assertions were either consistent or inconsistent with
the two previous assertions in the descriptions, and
so half the problems were consistent and half were
inconsistent. In the experiment, the spatial relations
assigned to A, B, and C were x is to the left of y, y is to
the left of z, and x is to the left of z; where the lower-
case letters x, y, and z, denote different shapes. We
emphasise that x, y, and z, are variables and so the par-
ticular shapes assigned to them varied from one
problem to the next for each participant over the
course of the experiment. The six possible assign-
ments of the shape terms to problems occurred in
the experiment for each of the participants.

Design

Each participant carried out 2 practice trials, and
then 4 problems in each of the 8 conditions illus-
trated in Table 1 below, that is, a total of 32 problems
in the experiment proper. The four instances of a
given problem had different assignments of the

three shape terms. The order of the problems was
randomised for each participant.

Procedure

The participants were told that the task was not a
test of intelligence or personality. They would read
sets of three assertions, and for each set they had
to answer the question: “Could all three of these
assertions be true at the same time?” They were
told that they were not allowed to make notes or
to draw diagrams, but should try to solve each
problem mentally. We used the separate-stage para-
digm (Potts & Scholz, 1975): the conditional asser-
tion and the second assertion were presented
simultaneously. The participants then pressed the
space bar to see the third assertion and the previous
two assertions disappeared. They responded by
pressing one of two buttons on the screen, one
labelled “yes” and one labelled “no”. They could
take as much time as they needed, but they had
to try to answer correctly. The programme recorded
their evaluations and latencies to respond from the
onset of the first pair of assertions. In this experiment
and the subsequent ones, we used a flash
implementation in MTurk, and so the participants’
evaluation times were recorded on their computers
and then sent to us. Hence, the evaluation times did
not depend on any transmission time. Before we
carried out any of the experiments, we made exten-
sive tests of this MTurk system to ensure that the
evaluation times were reliable.

Results and discussion

Table 1 presents the results for the eight sorts of
problem. The participants solved 65% of the pro-
blems correctly. As predicted, the consistent pro-
blems were reliably easier when a mental model
satisfied all the assertions (74% correct for problems

Table 1. The four consistent problems and the four inconsistent problems in Experiment 1: the mental models of the first two
assertions satisfy the third assertions in the consistent versions of problems 1 and 2 but not in the consistent versions of
problems 3 and 4, and so, as the arrow shows, their correct evaluation depends on finding a fully explicit model of the
conditional in which each of its clauses is false.

The first two assertions Model of the first two assertions

Third assertion

Consistent Inconsistent

1. If A then B. ′A A B ′B. 79 ¬ B. 73
2. If ′A then ′B. C ’A ′ B B. 69 ¬ ′B. 70
3. If ′A then B. ¬ B ’A B ⇒ ¬ ′A ¬ B ¬ ′A. 43 A. 77
4. If A then B. ¬ C A B ⇒ ¬ A ¬ B ¬ A. 35 ′A. 78

Notes: The right-hand columns present the percentages of correct evaluations, that is, “yes” responses to consistent assertions and “no” responses to
inconsistent assertions. The abbreviation A stands for x is to the left of y, B stands for y is to the left of z, and C stands for x is to the left of z. ′A stands
for the converse of a relation, which is true too, and ¬A stands for its implicit negation, so that when one is true the other is false.
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1 and 2) than when a fully explicit model was
necessary to satisfy all the assertions (39% correct
for problems 3 and 4; Wilcoxon test, z = 3.18,
p < .001, r = .46). We used non-parametric statistical
tests in all of our analyses in order to obviate pro-
blems of distribution, and also to allow us to
examine the reliability of predicted ordinal trends
(using Page’s L test in Experiments 3 and 4). These
tests assess a stochastic increase from one condition
to another, so they are less powerful than parametric
tests, such as analysis of variance, and less likely to
lead to an incorrect rejection of the null hypothesis
(a Type I error). The participants were not evaluating
the consistent problems at random, because 19 out
of the 24 participants performed better than chance
on problems 1 and 2, and there were 4 ties (Binomial
test, p < .000025), whereas 15 participants did worse
than chance with problems 3 and 4, and there was
one tie (Binomial test, p < .0025). This pattern of
results corroborates the use of mental models in
the evaluations, because they should lead to illusory
evaluations of inconsistency for problems 3 and 4,
which can be evaluated correctly only from fully
explicit models.

The inconsistent problems did not differ reliably
in difficulty, which was to be expected because in
all of them the third assertion was inconsistent
with any mental model (or fully explicit model) satis-
fying the previous assertions. They were easier than
the consistent problems (74% vs. 56%, Wilcoxon
test, z = 2.89, p < .01, r = .42), because the difficulty
of the consistent problems depended in part on
fully explicit models for their solutions. The latencies
of evaluations did not differ reliably among the
different sorts of problems, and so we have spared
readers a detailed analysis. But, the consistent pro-
blems were not correctly evaluated reliably faster
when mental models sufficed (21.5s, SE 1.6) than
when fully explicit models were called for (20.0s,
SE 4.4; Wilcoxon test, z = .88, p > .35). In two of the
consistent problems, the second assertion referred
to the same items as one of the clauses in the con-
ditional (problems 1 and 3), and in two of the con-
sistent problems, the second assertion referred to
one item in the if-clause and one item in the then-
clause (problems 2 and 4). In this second case, rea-
soners need to construct a complete model of the
transitive relation in order to accommodate the
second assertion whereas it is not strictly necessary
to do so for the first case. The factor had an
additional effect on the difficulty of the problems
(61% vs. 52%; Wilcoxon test, z = 1.69, p < .05, r = .24).

One putative alternative explanation of the
results, which we described earlier, is the deductive
strategy in which individuals evaluate a set of asser-
tions as consistent if they can deduce one member
of the set from the others. Problems 2 and 4,
however, cannot be evaluated in this way, because
no assertion in them can be deduced from the
others. Problem 2 was easier than problem 4 (see
Table 1), and the deductive strategy cannot
account for the difference. Another possibility is
that participants use some sort of “matching” strat-
egy. Consider, for instance, an instance of problem 1:

(a) If the circle is to the left of the square, then the
triangle is to the right of the square.

(b) The square is to the right of the circle.
(c) The triangle is to the right of the square.

Participants could match (c) to the then-clause of (a)
and detect that (b) is the converse of the if-clause of
(a). Such a strategy, however, fails for problem 2, in
which participants need to make a transitive infer-
ence. This problem is 10% harder than problem 1,
but the matching strategy fails to explain the overall
level of performance with problem 2 (69% correct).

The model theory explains all the results. The par-
ticipants performed better than chance when
mental models sufficed for an evaluation of consist-
ency but worse than chance when fully explicit
models were required to do so. The task was
harder when models had to embody a transitive
relation than when they did not have to.

Experiment 2

To what extent do the results of Experiment 1
depend on the use of a third assertion, which was
either consistent or inconsistent with the previous
two assertions in a description? According to the
model theory, a diagram in place of an assertion
should yield similar but superior evaluations. Dia-
grams in general do not guarantee enhanced
reasoning, but when they make possibilities
salient, they map directly into mental models and
eliminate the need for linguistic processing. The
result is faster and more accurate inferences (Bauer
& Johnson-Laird, 1993). Experiment 2 tested this pre-
diction for problems, such as:

If the circle is to the left of the square, then the
square is to the left of the triangle.

The square is to the right of the circle.
Is this a possible layout?
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○ □ Δ

Theories based on formal rules of inference, includ-
ing the deductive strategy, offer no account of
such inferences, because the problems introduce
the modal notion of possibility, and depend on dia-
grams, which both lie outside their scope. As before,
the experiment tested the difference between pro-
blems solvable with mental models and problems
solvable only with fully explicit models. Table 2
below presents the 12 sorts of problem using the
same conditional in order to help readers to grasp
the design, though the conditional varied from
one trial to another in the actual experiment.

Participants

We tested 31 new participants (17m/14f, mean age
31 years) from the same population as before.

Design, materials, and procedure

The problems were analogous to those of Exper-
iment 1 but with diagrams instead of third asser-
tions, and the evaluation of possible layouts rather
than of the consistency of assertions. There were 2
practice trials and 12 sorts of problem: 6 consistent
problems and 6 inconsistent problems. Three sorts
of consistent problem had a mental model of the
two assertions that satisfied the diagram (problems
1, 2, and 3, in Table 2), and three sorts of consistent
problem had only a fully explicit model that satisfied
the diagram (problems 4, 5, and 6 in Table 2). The
categorical assertion was the converse of the if-
clause (problem 1 in Table 2 below), the converse
of the then-clause (problem 2), or the converse of
a transitive relation between entities referred to in
the two separate clauses (problem 3). The same

manipulation occurred for the fully explicit model
problems (see problems 4, 5, and 6, respectively).
The method also enabled us to use problems 2
and 4, which could not have been used in Exper-
iment 1. The experiment tested 4 different instances
of consistent mental model problems (12 problems
in all), 4 different instances of the consistent fully
explicit model problems (12 problems in all), and 4
different instances of the inconsistent problems
(24 problems in all). There were accordingly 48
different problems in the experiment as a whole.
The 6 possible assignments of the 3 shapes to the
variables in Table 2 occurred roughly equally often
in the experiment for each participant.

Each of the 6 sorts of consistent problem, and
each of the 6 sorts of inconsistent problem, was pre-
sented 4 times with different assignments of the 3
shapes, for a total of 48 trials. Each participant
received the 48 problems in a different randomised
order. The procedure was identical to that of Exper-
iment 1 except that the task was to evaluate the
possibility of a spatial arrangement depicted in a
diagram instead of the possible truth of assertions.

Results and discussion

Table 2 presents the percentages of correct evalu-
ations for each of the problems in the experiment.
The participants made 76% correct evaluations. As
predicted, the consistent problems were easier
when a mental model of the assertions satisfied
the diagram (88% correct for problems 1, 2, and 3)
than when only a fully explicit model of the asser-
tions satisfied the diagram (42% correct for pro-
blems 4, 5, and 6; Wilcoxon test, z = 3.98, p < .001,
r = .51). The inconsistent problems did not differ
reliably in difficulty, which was expected because

Table 2. The six consistent problems and the six inconsistent problems in Experiment 2: the mental models of the pairs of
assertions satisfy the layout in the consistent versions of problems 1, 2, and 3, whereas, as “⇒” signifies, they need to be
fleshed out into a fully explicit model in the consistent versions of problems 4, 5, and 6.

The first two assertions Models of the first two assertions

Presented layout

Consistent Inconsistent

1. If A then B. ′A A & B A & B 91 ¬A & ¬B 87
2. If A then B. ′B A & B A & B 88 ¬A & ¬B 88
3. If ′A then′B. C A & B A & B 85 ¬A & ¬B 86
4. If A then ′B. ¬A A & B ⇒ ¬A & ¬B ¬A & ¬B 42 A & B 87
5. If ′A thenB. ¬B A & B ⇒ ¬A & ¬B ¬A & ¬B 40 A & B 88
6. If A then B. ¬C A & B ⇒ ¬A & ¬B ¬A & ¬B 42 A & B 89

Notes: The right-hand columns present the two layouts that the participants had to evaluate: one consistent and the other inconsistent with the
assertions. These columns also present the percentages of correct evaluations in the experiment. A denotes a relation between x and y, B
denotes a relation y and z, and C denotes the transitive relation between x and z, where the lower-case letters x, y, and z, stand for different vari-
ables to which the three shapes were assigned at random. If A denotes the relation x is to the left of y, then ′A denotes its equivalent converse, y is to
the right x, and ¬A denotes its implicit negation, x is to the right of y.
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in all of them the diagram was inconsistent with any
models of the assertions. They were easier than the
consistent problems (87% vs. 65%, Wilcoxon test, z
= 3.73, p < .001, r = .47), in part because of the diffi-
culty of the problems depending on fully explicit
models.

As in the previous experiment, the participants
were not evaluating the consistent problems at
random, because 28 out of the 31 participants per-
formed better than chance with those problems
that could be solved using mental models, and
there were no ties (Binomial test, p < .001),
whereas 18 participants did worse than chance
with problems that could be solved using only
fully explicit models, there were no ties, and so
this difference was not reliable (Binomial test, n.s.,
p = .437). We rejected the latency data from one par-
ticipant who had one trial with a latency of 84
s. Unlike the previous experiment, the consistent
problems were correctly evaluated reliably faster
when mental models sufficed (9.8s, SE 0.45s) than
when fully explicit models were called for (11.7s,
SE 2.5s; Wilcoxon test, z = 2.04, p < .025; r = .42).

The use of a diagram of a layout should in prin-
ciple improve performance in comparison with
three assertions in the previous experiment. Per-
formance was indeed better in the present exper-
iment (76% correct) than in the previous
experiment (65% correct) in a by materials analysis
of the problems in common to the two experiments
(Wilcoxon test, z = 4.28, p < .001; r = .58). It is not
proper to compare the results of experiments,
which may differ in too many respects for a sensible
comparison, but we report the result because it chal-
lenges theories that do not rely on mental models.
Existing theories based on logical rules have not
been framed to account for how people cope with
diagrams, but, because these theories use rules
that manipulate linguistic expressions, they predict
that the present task should be more difficult than
one in which conclusions are assertions. In fact, as
the model theory predicts, prior results show that
reasoning with diagrams that make possibilities
explicit is easier than reasoning with equivalent
assertions (Bauer & Johnson-Laird, 1993).

Experiment 3

The previous experiments examined sets of asser-
tions containing a single conditional, and the diffi-
cult problems to evaluate were those in which a
categorical assertion or diagram referred to a

possibility in which both clauses of the conditional
were false. Hence, they could be solved correctly
only from a fully explicit model. In contrast, the
present experiment examined pairs of assertions in
which one assertion was a conditional and the
other assertion was a conjunction. Given a con-
ditional, If A then B, it should be easy to determine
its consistency with a conjunction, A and B, and
easy to determine its inconsistency with a conjunc-
tion, A and ¬B, where ¬B denotes an implicit nega-
tion, for example, if B denotes y is to the left of z,
then ¬B denotes either y is to the right of z or z is
to the left of y. Both the conjunctions, ¬A and ¬B
and ¬A and B, are consistent with the conditional,
but reasoners need to consider fully explicit
models of the conditional in order to respond cor-
rectly to these assertions. Here is an example of a
problem of the form: If A then B; ¬A and B:

If the circle is to the left of the square, then the
square is to the left of the triangle.
The circle is to the right of the square and the
square is to the left of the triangle.
Could both these assertions be true at the same
time?

According to the model theory, participants should
form a mental model of the conditional: A B, and
test if it matches the mental model of the conjunc-
tion. There is no match in this case, because the
second assertion has the model: ¬A B. Individuals
should tend to rely mainly on mental models, but
to the extent that they do flesh out models explicitly,
they should show a reliable trend in increasing diffi-
culty over the three sorts of conjunction that are
consistent with the conditional: A and B, ¬A and
¬B, ¬A and B. The third of these conditions is a
case in which the deductive strategy fails to estab-
lish consistency. Given a conditional, If A then B, ¬ A
does not yield B as a valid conclusion, and B does
not yield ¬A as a valid conclusion. Yet, the two assertions
are consistent.

Participants

Theexperiment tested 40participants (20m/20f;mean
age: 33 years) from the same population as before.

Design, materials, and procedure

The problems were analogous to those in Exper-
iment 1. They consisted of a conditional assertion
and four sorts of conjunction of spatial relations; A
and B, A and ¬B, ¬A and B, and ¬A and ¬B. In half
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of the problems the conjunction was presented first
and then the conditional, and in the other half of the
problems, the conditional was presented first and
then the conjunction. There were a total of 24 pro-
blems: 12 consistent problems (4 of each of the 3
sorts) and 12 inconsistent problems. All inconsistent
problems were of the form: If A then B, A and ¬B, for
example:

If x is to the left of y then y is to the left of z.
x is to the left of y and z is to the left of y.

The participants carried out all the problems
shown in Table 3 below. The experiment systemati-
cally varied the spatial relations, and included two
versions of each of the four sorts of problem:

If A then B.
A and B.

and:

If ′A then ′B.
′A and ′B.

In this way, the design ensured that the 12 inconsist-
ent problemswere all different. Each of the problems
was presented with different assignments of the 3
shapes, for a total of 24 trials. The six possible assign-
ments of the three shapes to the variables in Table 3
below occurred roughly equally often in the exper-
iment for each participant, who each received the
problems in a random order. The general procedure
was the same as that for Experiment 1.

Results

The participants made 60% correct evaluations. The
order of the two assertions in the pair had no reliable
effect on either accuracy or latency: 61% correct,
mean latency of 20.5s, SE 1.2s when the conditional
was first; and 59% correct, mean latency of 23.8 s, SE
1.5 s when the conjunction was first (Wilcoxon test,
z = 0.67, p = .51, ns, and z = 1.38, p = .17, ns, respect-
ively). Hence, we pooled the results for the

subsequent analyses. Table 3 presents the percen-
tages of correct evaluations for the four sorts of
problem, and the mean latencies for all the evalu-
ations, whether correct or incorrect. We used all
the latencies because of the small percentages of
correct evaluations in two conditions. The difficulty
of the consistent problems showed reliable stochas-
tic rank-order trends both in accuracy – despite the
same 15% accuracy for the two more difficult con-
ditions (Page’s L test, z = 4.42, p < .00001) – and in
the latency of all evaluations (Page’s L test, z =
3.47, p < .001). As in previous experiments, the con-
sistent problems that could be evaluated correctly
from mental models yielded a greater than chance
accuracy, whereas those that could be evaluated
correctly only from fully explicit models yielded
worse than chance accuracy (Wilcoxon test, z =
4.86, p < .0001; r = .54). Only 5 out of the 40 partici-
pants performed at chance or better with problems
calling for fully explicit models. This result suggests
that with complex conditionals only a minority of
individuals can engage System 2.

Experiment 4

The previous studies examined sets of assertions
containing single conditionals. The aim of our final
experiment was to test whether the model
theory’s predictions applied to sets containing two
conditionals, including some conditionals that are
spatially indeterminate and accordingly have two
mental models with explicit contents. The theory
distinguishes three sorts of consistent problem.
The first and theoretically easiest problem (I1 in
Table 4) is one in which a single mental model
satisfies all three assertions, for example:

If the circle is to the left of the square then the
square is to the left of the triangle.
If the square is to the left of the triangle then the
circle is to the left of the square.

Table 3. The three sorts of consistent problem and the one sort of inconsistent problem in Experiment 3, the percentages of
correct evaluations, and the mean latencies in s for all evaluations, correct or incorrect (SE’s in parentheses).

The
conditional

Mental models of
the conditional

Fully
explicit models of
the conditional

The four categorical assertions, their consistency or inconsistency with the
conditional, and the percentages of correct evaluations, overall mean latencies

in s and standard errors in parentheses

1.
A & B

2.
¬A & ¬B

3.
¬A & B

4.
A & ¬B

If A then B A & B
…

A & B
¬A & ¬B
¬A & B

Consistent 79
17.93 (1.6)

Consistent 15
20.67 (1.57)

Consistent 15
23.3 (2.0)

Inconsistent 84
22.0 (1.2)

Notes: The abbreviation A denotes x is to the left of y, B denotes y is to the left of z, and ¬ stands for an implicit negation, for example, ¬ A denotes x to
the right of y, where x, y, z, denote variables to which the three shapes were assigned at random.
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The circle is to the left of the square, which is to the
left of the triangle.
Could all three of these assertions be true at the
same time?

Its structure is as follows:

If A then B.
If B then A.
A & B.

where A stands for x is to the left of y, and B stands for
y is to the left of z. Here A & B designates an assertion,
as in the example above, which is equivalent to a
conjunction. In the example, a mental model of
the first conditional satisfies both of the subsequent
assertions, and so its evaluation should be easy. We
refer to this sort of problem as “consistent 2”,
because a mental model of the two conditionals
satisfies all the assertions.

The second sort of problem (e.g. IV1 in Table 4) is:

If A then B.
If ¬B then ¬A.
A & B.

In this case, the first conditional yields a mental
model such as:

○ □ Δ

whereas the second conditional yields a conflicting
mental model:

Δ □ ○

But, the second conditional has a fully explicit
model in which both its clauses are false, and this
model is the same as the mental model of the first
conditional, and it also satisfies the third assertion.
The problem has only one conditional with a
mental model satisfying the third assertion, and
we refer to such problems as “Consistent 1” pro-
blems. They should be more difficult than the pre-
vious sort of problem, because participants need
to flesh one conditional with a fully explicit model
in order to respond correctly.

The third sort of problem (e.g. I2 in Table 4) is:

If A then B.
If B then A.
¬A and ¬B.

The mental models of neither conditional satisfy the
third assertion. But, if each conditional is fleshed out
with a fully explicit model, they each have a model in
which both of their clauses are false, and this model
satisfies the third assertion. Because neither con-
ditional has a mental model satisfying all the asser-
tions, we refer to such problems as “consistent 0”
problems. They should be the most difficult of all,
because both conditionals need to be fleshed out
with a fully explicit model in order to yield a prin-
cipled evaluation. In sum, the theory predicts the fol-
lowing trend of increasing difficulty for consistent
problems: the third assertion holds in a mental

Table 4. The 16 problems in Experiment 4 based on four sorts of pairs of conditionals and four sorts of third assertion with the
mental models of each conditional. Each cell states whether the set of assertions is consistent or inconsistent and the number
of conditionals with mental models in which the third assertion holds: 2, 1, or 0.

The two conditionals Mental models of each conditional

The third assertion, its consistency or inconsistency
with the conditionals, the number of conditionals
with mental models in which it holds, and the

percentages of correct evaluations

1.
A & B

2.
¬A & ¬B

3.
A & ¬B

4.
¬A & B

I. If A then B A & B
…

Consistent: 2
98

Consistent: 0
22

Inconsistent: 0
87

Inconsistent: 0
82

If B then A A & B
…

II. If A then B A & B
…

Consistent: 1
47

Inconsistent:0
88

Inconsistent: 1
77

Consistent: 0
15

If ¬B then A A & ¬B
…

III. If A then B A & B
…

Inconsistent: 1
53

Consistent: 0
20

Inconsistent:0
88

Consistent: 1
42

If B then ¬A ¬A & B
…

IV. If A then B A & B
…

Consistent: 1
45

Consistent: 1
43

Inconsistent:0
90

Consistent: 0
15

If ¬B then ¬A ¬A & ¬B
…

Notes: If A denotes x is to the left of y, then B denotes y is to the left of z, and ¬A stands for an implicit negation of A, that is, x to the right of y, and,
where x, y, z, denote variables to which the three shapes were assigned at random. The second conditional for half the problems of each of the four
sorts used the equivalent converse relations to those in the first conditional.
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model of the two conditionals (consistent 2), it holds
in a mental model of one of the conditionals (con-
sistent 1), and it holds in a mental model of
neither of the conditionals (consistent 0).

Inconsistent problems should also differ in diffi-
culty in this experiment. By definition, the third asser-
tion holds in neither the mental models nor the fully
explicit models of the two conditionals. But, in some
cases, amentalmodel of one of the conditionals does
satisfy the third assertion (inconsistent 1), whereas in
other cases, no mental model of a conditional
satisfies the third assertion (inconsistent 0). The
former problem should be harder than the latter to
evaluate correctly as inconsistent. In the former
case (inconsistent 1), the match with one conditional
may elicit an erroneous judgment of consistency. The
present experiment tested these predictions about
consistent and inconsistent sets of assertions.

Participants

We tested 32 participants (14m/18f, mean age 36
years) from the same population as before.

Design, materials, and procedure

The sets of assertions were based on four sorts of
pairs of conditionals according to the following
scheme:

I II III IV

If A then B. If A then B. If A then B. If A then B.
If B then A. If ¬B then A. If B then ¬A If ¬B then ¬A.

where, as usual, ¬A and ¬B denote implicit nega-
tions. For all four sorts of problem, the second con-
ditionals were of two sorts, either with the same
relations as the first conditional or else with their
equivalent converses. Each pair of conditionals was
combined in separate sets of assertions with four
sorts of third assertion, which were equivalent to
the following: A & B, ¬A & ¬B, A & ¬B, and ¬A & B.
These conjunctions were expressed using the fol-
lowing form of words:

x is to the left of y, which is to the left of z.

The values of x, y, and z, in the experiment were
again the geometrical shapes: triangle, square, and
circle. Table 4 below presents the resulting 16 sorts
of problem. The table shows instances of the 3
sorts of consistent problem (consistent 2, 1, and 0)
in which the third assertion matches the mental
models of both the two conditionals (problem I1),

of one conditional (problems II1, III4, IV1, IV2), and of
neither conditional (problems I2, II4, III2, IV4). Likewise,
it shows the two sorts of inconsistent problem
(inconsistent 0 and 1) in which the third assertion
matches none of themodels of the conditionals (pro-
blems I3, I4, II2, III3, IV3), or matches themental models
of one of the conditionals II3, III1). There were four
practice problems in a fixed order based on a single
conditional. The 16 problems, 9 consistent and 7
inconsistent, were then presented in a randomised
order to each participant. The assignment of
objects (circle, square, and triangle) was made at
random to each set of assertions in the experiment.

The procedure was the same as in Experiment 1.
Performance was self-paced, and the participants
responded by pressing a key, labelled either “yes”
or “no”, to make their evaluation of whether each
set of assertions could all be true at the same time.

Results

We excluded the data from 12 participants who
responded faster than the criterion of a fast guess,
namely, an evaluation of less than 7s; their mean
latencies were 3.8s in comparison with a mean of
23.0s for the remaining participants. To reject so
many participants is exceptional, and so we report
additionally the results for all 32 participants below
in the text. Table 4 presents the percentages of accu-
rate evaluations for each of the 16 problems for the
20 remaining participants, and Figure 1 presents
overall percentages and mean latencies for correct
evaluations (in s). As the Figure illustrates, for the
consistent sets the percentages of correct evalu-
ations and their mean latencies were as follows:

Consistent 2. Mental model of the two conditionals
satisfied the third assertion: 98% (20.2s).
Consistent 1. Mental model of one conditional satis-
fied the third assertion: 44% (22.9s).
Consistent 0. Mental model of no conditional satis-
fied the third assertion: 18% (27.7s).

The trends in accuracy (in percentage) and latency
(in s) of correct evaluations were both significant
(Page’s L = 274, z > 5.38, p < .001, and L = 129, z >
2.01, p < .05, respectively). Because there is only
one problem of the easiest sort, we also checked
the difference between the consistent 1 and 0 pro-
blems for accuracy, which was also reliable (Wil-
coxon test, z > 2.84, p < .005; r = .45). But, there
were not enough correct evaluations in the consist-
ent 0 condition for a test of the difference in
latencies. The overall percentages of the correct
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evaluations and their mean latencies for the two
sorts of inconsistent problem were as follows

Inconsistent 0. Mental model of no conditional sat-
isfied the third assertion: 87% (22.1s).
Inconsistent 1. Mental model of one conditional sat-
isfied the third assertion: 65% (22.1s).

Only the difference in accuracy was significant (Wil-
coxon tests, z > 2.75, p < .006; r = .43).

A reasonable worry about the preceding analyses
is that they concerned only about two-thirds of the
participants in the experiment. We therefore run
subsidiary analyses of the results for all 32 partici-
pants. The pattern of accurate evaluations remained
the same both for the consistent problems (consist-
ent 2: 91% correct, consistent 1: 53% correct, and
consistent 0: 28% correct (Page’s L = 429.5, z > 5.69,
p < .00001; and Wilcoxon test between consistent 1
and 0, z > 3.57, p < .001; r = .45), and for the incon-
sistent problems (inconsistent 0: 73% and inconsist-
ent 1: 56%; Wilcoxon test, z > 2.50, p < .01; r = .31).
Not surprisingly, the inclusion of the participants
whose latencies seemed to reflect many guesses dis-
rupted the reliable differences in the latencies of
response: (consistent 2: 15.5s consistent 1: 17.9s;
inconsistent 0: 16.0; Page’s L = 383.0, z > .12, p > .5;
inconsistent 1: 17.1s; inconsistent 0: 16.5 s; Wilcoxon
test, z = .44, p > .65). Overall, however, the results
corroborated the model theory’s predictions for
the evaluations of sets of assertions containing two
conditionals.

General discussion

Abasic conditional connectingspatial relations, suchas:

If the circle is to the left of the square then the
square is to the left of the triangle.

has the mental models:

○ □ Δ
…

The first model represents the possibility in which
both clauses in the conditional are true, and so it
embodies a transitive relation: the circle is to the
left of the triangle. The second model denoted with
an ellipsis has no explicit content, and it represents
the possibilities in which the if-clause of the con-
ditional is false. System 1 with its limited compu-
tational power can construct mental models. It can
also determine that each of the following assertions
hold in the preceding explicit mental model:

The triangle is to the right of the square.
The square is to the right of the circle.

But, an assertion such as:

The circle is to the right of the triangle.

does not match the explicit mental model. Individ-
uals who access System 2 can build a fully explicit
model in which both clauses of the conditional
above are false:

Δ □ ○

This model in turn satisfies the preceding asser-
tion, and a corresponding diagram. However,
System 2’s fleshing out of fully explicit models of
complex conditionals puts a heavy demand on
working memory, and so individuals should be
more likely to rely on mental models in the
present task, and therefore to succumb to the illu-
sion that three assertions are inconsistent and that
the diagram is not possible. This distinction
between System 1 and System 2 is similar to other
conceptions of dual processes in reasoning (e.g.
Kahneman, 2011; but cf. Evans & Stanovich, 2013,

Figure 1. The percentages of correct evaluations and their latencies in s (with standard error bars) for the consistent problems
in Experiment 4, depending on the number of conditionals with mental models satisfying the third assertion.
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for an alternative account). System 1 underlies intui-
tions, and it is computationally weak, because it can
run loops of operations for only a small finite
number of times, and so it lacks even the power of
a finite-state automaton (Hopcroft & Ullman, 1979).
System 2 underlies deliberations, and it is computa-
tionally more powerful because it has access to
working memory.

Our experiments showed that naive individuals
can evaluate the consistency of sets of assertions
containing complex conditionals, and that the
model theory predicts their performance. When
they could make the correct decision using System
1 and a mental model, the task was easy and they
performed reliably better than chance. But, when
they could make the correct decision only using
System 2 and a fully explicit model, the task was dif-
ficult and they performed reliably worse than
chance, succumbing to illusory inferences (Exper-
iment 1). The same result occurred when the third
assertion was replaced with question about the
possibility of a spatial layout depicted in a diagram
(Experiment 2). In addition, when the correct evalu-
ation depended on coping with a second assertion
in a set that described a transitive spatial relation,
there was a small but reliable increase in the diffi-
culty of consistent problems (see Table 1). When rea-
soners evaluated the consistency of conditionals
and conjunctions, again the task was easier based
on mental models than on fully explicit models
(Experiment 3). The model theory predicts that in
fleshing out fully explicit models of a conditional, If
A then B, individuals tend to think first of the
model, ¬A and ¬B, and then of the model, ¬A and
B, where “¬” denotes an implicit negation. Although
there was no overall difference in accuracy between
these two conditions, the results did corroborate the
trend in accuracy and the trend in the latency of
evaluations, whether correct or not. A separate
study of the consistency of simple conditionals
bears out the same trend (Goodwin & Johnson-
Laird, 2015). Only a small number of participants
were able to engage System 2 and to cope system-
atically with evaluations that depended on fully
explicit models.

Sets of assertions containing two conditionals
allowed a more nuanced test of the model theory
(Experiment 4). The correct evaluation of consist-
ency was easiest when a third assertion held in a
mental model common to both conditionals. It
was more difficult when the assertion held in a
mental model of only one conditional. And it was

very difficult when the assertion held in no mental
model of either conditional. The latter two sorts of
evaluation depend on System 2, and again only a
few participants were able to engage it in a reliable
way. For inconsistent problems, the effect of mental
models was again apparent. If the third assertion
held in the mental model of one conditional, the
participants were more likely to err than if it held
in neither mental model of the conditionals. The
first case created an illusion that the set is consistent,
whereas in fact it was not.

Readers might suppose that reasoners can cope
only with problems for which mental models
suffice (using System 1), and that they can never
cope with fully explicit models (using System 2).
The idea is appealing, but our results refute it. If par-
ticipants relied only on mental models, they would
never make any correct evaluations that depended
on fully explicit models. In fact, they make a small
but reliable percentage of such evaluations. Could
they merely be guessing? Sometimes perhaps, but
the idea is not feasible in general. If participants
only guessed, then their performance with infer-
ences that depend on System 2 should be at
chance, whereas it was in fact reliably lower than
chance. Moreover, Experiment 4 provides a decisive
rebuttal of this hypothesis. It cannot explain the
difference between the two sorts of problem that
depend on fully explicit models for their correct
evaluation: consistent 1 problems (44% correct)
and consistent 0 problems (22% correct). This differ-
ence, however, corroborates the model theory’s pre-
diction: participants try to use System 2, but, as the
theory predicts, it is easier to construct a fully explicit
model for one conditional (consistent 1 problems)
than for two conditionals (consistent 0 problems).

The latencies in the experiments make sense.
Apart from Experiment 2, all the experiments
yielded mean latencies around 20–22s. Experiment
2 yielded very much faster latencies with a mean
of about 11s. They were probably a consequence
of the task: participants had only to determine
whether a diagram depicted a possibility given
two assertions, and did not have to evaluate
whether a set of assertions was consistent. The
experimental procedure split the sentences using
the separate-stage paradigm of Potts and Scholz
(1975), and so the first assertions disappeared on
the presentation of the third assertion in Experiment
1 and of the diagram in Experiment 2. This pro-
cedure is closer everyday life when one has to
encode initial assertions as they occur, and then to
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try to integrate subsequent assertions within the
encoding. Such a process is inimical to a purely
verbal representation of the initial assertions, and
so it may discourage verbal matching as a way to
carry out the task (see Experiment 1). Although the
procedure calls for holding an iconic representation
in mind (Goodwin & Johnson-Laird, 2005; Johnson-
Laird & Khemlani, 2013), it may also reduce the use
of visual processes that impede reasoning (Knauff,
2013).

Is it necessary to postulate mental models in
order to account for the results? There are at least
three potential alternatives. The first alternative is
that people rely on formal rules of inference to
assess consistency. We described the general pro-
cedure for doing so in the Introduction, but it is
highly implausible for individuals who have not mas-
tered logic, because a correct evaluation of consist-
ency depends on a failure to prove the negation of
one assertion in a set from the remaining assertions.
Such a failure, however, cannot account for the
effect of the number of conditionals with mental
models satisfying the third assertion in Experiment
4. A special case of this account is the “deductive”
strategy, which we also outlined earlier: individuals
judge that a set of assertions is consistent if, and
only if, they can deduce one assertion from the
others. But, this strategy fails as a general account,
because assertions can be consistent when there
are no deductive relations among them. Problem 2
in Experiment 1 is a good example:

If the square is to the right of the circle then the
triangle is to the right of the square.

The circle is to the left of the triangle.
The square is to the left of the triangle.
Could all three of these assertions be true at the
same time?

No assertion in the set can be proved to follow from
the others. The second assertion follows from the
conditional provided that its if-clause is true, but
the third assertion is an implicit negation of the if-
clause. Nevertheless, the explicit mental model of
the conditional is:

○ □ Δ

Both the second and third assertions hold in this
model, and the problem is quite easy (see Table 1).
The strategy also fails to explain why evaluations
of inconsistency can be rapid (as in Experiment 2):
on its account, such evaluations ought to depend
on an exhaustive attempt to find a proof that one

assertion follows from the others, and so they
should tend to take more time than evaluations of
consistency. But, they do not. We conclude that indi-
viduals tend not to rely on the deductive strategy.

The second alternative is that individuals use a
“suppositional” strategy (e.g. Evans, 2007). This
account postulates that individuals assess their
belief in a conditional using a revised version of
Ramsey’s (1929) test. To carry out the test, they
add the conditional’s if-clause hypothetically to
their stock of knowledge, and then assess its then-
clause. When they believe the if-clause, their evalu-
ation of the then-clause establishes their belief in
the conditional. If they do not believe the if-clause,
Ramsey took the conditional to be void. But, in a
revised version of the test, they modify their stock
of knowledge to accommodate the false if-clause
without inconsistency, and then assess the then-
clause (Evans, 2007, p. 53). The theory has not as
yet been applied to the assessment of the consist-
ency of assertions, and it is not clear quite how it
would apply. One apparent difficulty, however, is
that the suppositional strategy leads to the so-
called “defective” truth table for conditionals
(Evans, 2007, p. 56 et seq.) in which a conditional,
If A then B, is true in the case of A and B, false in
the case of A and not-B, but has no truth value in
the cases in which A is false. It follows, for
example, that a set of assertions, such as:

If A then B.
¬B.
¬A.

cannot all be true at the same time. The reason is
that the third assertion, ¬A, establishes that the if-
clause of the conditional is false. The conditional
itself is therefore neither true nor false (Evans,
2007, p.56), and so it cannot be true in any case in
which the third assertion is true. Our participants
begged to differ. Such evaluations are more difficult
for them than those in which the if-clause of a con-
ditional is true according to the other assertions, but
their rate of judgments of consistency is well above
zero, which is what the suppositional strategy seems
to predict for such problems (see e.g. problems 3
and 4 in Table 1).

The third alternative is the “new paradigm” for
reasoning, which is a confederation of theories
that aim, in essence, to replace validity with prob-
ability (e.g. Adams, 1998; Evans, Handley, & Over,
2003; Oaksford & Chater, 2007; Pfeifer, 2013). They
too tend to be based on Ramsey’s test and the
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defective truth table (for a review, see Johnson-Laird
et al., 2015). Whether most reasoning is probabilistic
is moot (cf. Johnson-Laird, 2006); much reasoning
about uncertainty depends instead on possibilities.
Likewise, the assessment of consistency is a major
part of thinking in daily life: inconsistent beliefs, as
we remarked at the outset, are a recipe for disaster.
So, how might probabilities enter into assessments
of consistency? Adams (1998) introduced the
notion of probabilistic logic (p-logic). He argued
that a major problem for logic is its treatment of con-
ditionals, and so he proposed the defective truth
table instead (see also de Finetti, 1937/1980). It
follows from the defective truth table that the prob-
ability of a conditional, If A then B, equals the con-
ditional probability of B given A. Adams argued
that the meaning of a conditional is this conditional
probability, so conditionals do not have truth values,
and as a result they cannot enter into valid infer-
ences. He therefore introduced the concept of prob-
abilistic validity (p-validity) and an allied notion of p-
consistency, which as far as we know has not been
tested in any experiments. The essential idea is
that if, and only if, each of the assertions in a set
can have a high probability then they are p-consist-
ent. For example, a pair of conditionals, such as:

If A then B.
If A then not B.

cannot both have high conditional probabilities: p(B|
A) and p(¬ B|A). Hence, they are p-inconsistent, even
though they are consistent in logic (Adams, 1998,
Chap. 7).

Our results are contrary to p-consistency for three
reasons. First, individuals judge that sets of asser-
tions containing conditionals can all be true. Accord-
ing to p-logic, conditionals do not have truth values,
and so the participants in our experiments should
have baulked at the task. It should have been akin
to asking whether a conditional that makes a
request can be true, for example, “If you have
some money, please lend me ten dollars.” Requests
really do not have truth values. So, according to p-
consistency, our task is ill posed, and we should
have asked participants instead, “Could all the asser-
tions in the set have a high probability at the same
time?”

Second, just as problems of the following sort
(see problem 3 in Experiment 1):

If A then B.
¬B.
¬A.

are problematic for the suppositional strategy, so
too they are problematic for p-consistency,
because the third assertion refutes the if-clause of
the conditional. There are various treatments of con-
ditional probabilities in this case, ranging from treat-
ing the corresponding conditionals as certain
(Adams, 1998, p. 181) to more recondite methods
(see Cruz & Oberauer, 2014). On the first account,
it should be easy to evaluate the set as p-consistent:
the certainty of the conditional allows both the
other assertions to have a high probability. In fact,
the evaluation is difficult. The real problem for prob-
abilistic approaches, however, is they offer no
account of how individuals assess the probability
of assertions, such as:

If the square is to the right of the circle then the
triangle is to the right of the square.

Third, the problems that cause problems for the
deductive strategy also yield data that p-consistency
cannot explain. Consider, again, a problem of the
sort (problem2 in Table 1):

If ′A then ′B.
C (a transitive conclusion from the mental model of
the conditional).
B (an equivalent converse to ′B).

The set is straightforward for individuals to evaluate
as consistent, but how does p-consistency explain
this ease? Likewise, how can it account for the
much greater difficulty of problems the following
sort (problem 4 in Table 1)?

If A then B.
¬ C (a transitive conclusion from a fully explicit
model of the conditional).
¬ A (an assertion that holds in the fully explicit
model of the conditional).

The crux is that the new paradigm offers no expla-
nation of how individuals infer that C (or ¬C) is con-
sistent with the conditional. In our view, if the
paradigm is to have any chance of explaining evalu-
ations of consistency in these cases, it has to invoke
inferential machinery that yields transitive infer-
ences. Of course, not all relations are transitive,
and, as the model theory predicts, some relations
appear to be transitive but, in fact, are not
(Goodwin & Johnson-Laird, 2008). Likewise, p-logic
needs to explain both the three levels of difficulty
in judgments of consistency and the two levels of
difficulty in judgments of inconsistency in Exper-
iment 4.

In conclusion, the theory of mental models
explains how individuals evaluate the consistency
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of assertions about conditional relations between
spatial layouts. The process is straightforward
when correct evaluations follow from System 1 oper-
ating with a single mental model. But, reasoners
tend to rely on these models even when correct
evaluations require System 2 to construct an alterna-
tive and fully explicit model. As a result, their infer-
ences are illusory: they tend to judge that sets are
inconsistent when, in fact, they are consistent, and,
as our final study showed, to judge that sets are con-
sistent when, in fact, they are inconsistent.
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