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A B S T R A C T

A dual-process theory postulates that belief and emotions about moral assertions can affect one another. The
present study corroborated this prediction. Experiments 1, 2 and 3 showed that the pleasantness of a moral
assertion – from loathing it to loving it – correlated with how strongly individuals believed it, i.e., its subjective
probability. But, despite repeated testing, this relation did not occur for factual assertions. To create the cor-
relation, it sufficed to change factual assertions, such as, “Advanced countries are democracies,” into moral
assertions, “Advanced countries should be democracies”. Two further experiments corroborated the two-way
causal relations for moral assertions. Experiment 4 showed that recall of pleasant memories about moral as-
sertions increased their believability, and that the recall of unpleasant memories had the opposite effect.
Experiment 5 showed that the creation of reasons to believe moral assertions increased the pleasantness of the
emotions they evoked, and that the creation of reasons to disbelieve moral assertions had the opposite effect.
Hence, emotions can change beliefs about moral assertions; and reasons can change emotions about moral
assertions. We discuss the implications of these results for alternative theories of morality.

1. Introduction

Your actions usually depend on your factual beliefs about what is
real and what is possible, and on your deontic beliefs about what is
obligatory and what is permissible. Factual assertions, such as:

Some public and private schools play the same sports
are in principle open to empirical test. You discover schools of both

sorts do play the same sports, and so the assertion is true (see, e.g.,
Russell, 1912, for a defense of this “correspondence” theory of truth). In
contrast, the parallel deontic assertion:

Some public and private schools ought to play the same sports
is not open to empirical test. The claim's truth depends, not on facts,

but on moral principles. A logical positivist might suppose that if as-
sertions are not susceptible to empirical tests, they do not have truth
values – they are neither true nor false. But, it is true that one ought not
to torture children, even though the claim is not open to empirical test.
To argue otherwise on the grounds of a philosophical doctrine is to
depart from everyday values and practices.

As we have just illustrated, deontic assertions often concern mor-
ality. Yet, no simple way exists to pick out all and only moral assertions
from their deontic superset, which includes truths based on laws, rules,
and social conventions (Bucciarelli, Khemlani, & Johnson-Laird, 2008).
They are not dependent on facts about the world, and so like other

unempirical beliefs, such as those concerning religion, aesthetics, and
life after death, individuals can have intense emotions about them
(Johnson-Laird, 2006, Ch. 23). What factual and deontic assertions
share is that beliefs about them vary in degree – from certainty to im-
possibility. They also share the capacity to evoke emotional reactions –
from liking to loathing. Our aim in the present investigation was to
establish the relations between degrees of belief in assertions and
emotional reactions to them, where the assertions were factual or
moral.

Degrees of belief can be treated as subjective probabilities (Ramsey,
1990; de Finetti, 1937/1964). Hence, in a numerate culture, individuals
are prepared to assert that, for instance, they are 90% certain about a
proposition. In a non-numerate culture, they are prepared to say that,
for instance, it is highly likely or more than possible. And we doubt
whether any culture lacks an intuitive grasp of likelihood or possibility.
No evidence exists contrary to the concept of belief as a subjective
probability, and it applies both to factual and to deontic claims. Yet, not
all psychologists accept subjective probabilities (cf. Cosmides & Tooby,
1996; Gigerenzer, Hertwig, van den Broek, Fasolo, & Katsikopoulos,
1995). They defend the notion that the only sensible probabilities are
those based on the natural frequencies with which events occur. One
problem for this view is that individuals in our society are happy to
estimate the probabilities of events that have no natural frequencies,
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such as the probability that Trump will be impeached (Khemlani,
Lotstein, & Johnson-Laird, 2012, 2015). Like people who live in cul-
tures without numbers, they also have a non-numerical notion of
probability (Fontanari, Gonzalez, Vallortigara, & Girotto, 2014). Hence,
subjective probabilities do not need to be numerical, and so cannot be
based only on natural frequencies. The theory of mental models shows
how the subjective probability of a unique event can reflect the pro-
portion of models of relevant evidence in which the event occurs, and it
can be represented in an iconic model of a magnitude of a sort found in
infants, animals, and adults in non-numerical cultures (Khemlani et al.,
2012, 2015; see, e.g., Gordon, 2004). We accordingly treat degrees of
belief in factual and deontic assertions as subjective probabilities.

Emotions about people, things, or events, also vary, and one reliable
contrast is the degree of liking or disliking them. According to the
“communicative” theory of emotions (e.g., Johnson-Laird & Oatley,
2016; Oatley & Johnson-Laird, 1987, 1996), emotions are internal
communications in the brain that enable organisms to select goals. The
process in humans relies on two different mechanisms, one of which is
evolutionally older than the other. The older mechanism conveys no
internal symbolic structure of significance: an emotional signal simply
sets the whole system into a particular mode to prepare for a general
course of action or inaction. The mechanism implements innate basic
emotions, which have their own distinctive signals, subjective experi-
ences, and facial expressions (Keltner, Ekman, Gonzaga, & Beer, 2003).
Cognitive evaluations eliciting emotions depend in part on cultural
factors, as shown in the case of disgust (e.g., Rozin, 1996), but they are
primitive as shown in the simple elements of music that evoke emotions
(Johnson-Laird & Oatley, 2016). Some basic emotions, such as happi-
ness and sadness, can be experienced without any propositional con-
tent, whereas others, such as hatred, have a known object. In contrast,
the newer mechanism is “propositional” in that it communicates sym-
bolic messages. They combine with basic emotions to yield complex
emotions, which often concern mental models of the self and others
(Johnson-Laird & Oatley, 2000). Individuals therefore cannot experi-
ence complex emotions without an awareness of the evaluations that
elicited them. For example, individuals feel remorse, which is sadness
about an action or inaction, because they judge themselves to have
violated their idealized models of themselves. Unlike anxiety, free-
floating remorse would be paradoxical – in the customary sense of the
word, it needs something to be remorseful about.

A contrast pertinent to our studies concerns the difference between
emotional feelings and emotional evaluations. Studies in the nineteenth
century showed that people report an emotional reaction to music (e.g.,
Downey, 1897). But, they can distinguish between the emotion that
music is intended to convey and the emotion that they experience as a
result of listening to music. The two often go hand in hand, but listeners
can make an emotional evaluation without having a corresponding
emotional experience (Krumhansl, 1997). To distinguish between the
two in the laboratory is difficult, and we have not attempted to do so in
the present studies. Readers should therefore bear in mind that our
studies are neutral with respect to the two, and so we use the expression
“emotional reaction” to embrace an evaluation of an emotion with, or
without, its actual experience.

What might be the relations between beliefs and emotions? You
could suppose that the degree to which you believe an assertion is
merely the strength of your emotion about it. A moment's thought
shows that this hypothesis is wrong. You can be certain that the news
will be broadcast at 6 p.m. but have no strong emotion about the
matter. Conversely, you may hate the proposal to ban immigrants from
entering a country, yet believe it to be highly likely. That belief and
emotion can vary independently is clear for matters of fact, but less
clear for moral assertions. Many different accounts of their relations
exist, and so we consider only three theories that hold the most distinct
positions about the matter.

The original Utilitarians identified the good with pleasure. For ex-
ample, Bentham (1995/1789, p.11) wrote: “Nature has placed mankind

under the governance of two sovereign masters, pain and pleasure. It is
for them alone to point out what we ought to do, as well as to determine
what we shall do” (see also Mill, 1861, for a similar view). So, if an
action is moral then it is desirable. An interpretation of this view that
we owe to Jon Baron (p.c., 11-5-2018) is that believing a moral as-
sertion and liking it are two ways of saying much the same thing. Their
relation is in effect a tautology, and so any investigation of it is a study
in lexical semantics. In fact, however, the relation is not tautological,
because it admits counterexamples. For example, it is morally right to
pay your income tax, but it need not be pleasurable. Indeed, if believing
it and liking it are two ways of saying the same thing about moral as-
sertions, it ought to be self-contradictory to assert:

I believe that it's right to pay income tax but I don't like doing it.

Yet, it is not a contradiction, but a common complaint. Moreover,
many religions draw a sharp line between what is good and what is
pleasant, and urge their followers to do the right thing and eschew
pleasure (see, e.g., Corinthians 2). As we will see, an intimate relation
exists between them, but it is not a tautological one.

As the Utilitarians recognized, one of their precursors was a philo-
sopher who argued that moral judgments depend on emotions. Hume
(1978/1739) wrote:

Morals excite passions, and produce or prevent actions. Reason of
itself is utterly impotent in this particular. The rules of morality,
therefore, are not conclusions of our reason.

This idea is embodied in the modern socio-intuitionist theory. It
postulates that intuitions about what is moral or immoral depend on
instant feelings of approval or disapproval. No need exists to consider
evidence or to make inferences: all that matters are immediate emo-
tional appraisals (Haidt, 2001, 2007; see also Blair, 1995). They occur
before reasoning and they yield moral judgments (Shweder & Haidt,
2000; Wilson, 1993). Unlike intuition, conscious reasoning occurs
slowly, calls for effort, and includes some steps that are conscious. It
comes after moral judgments, and it aims to affect other people (Haidt
& Graham, 2007). Hence, if moral judgments depend on emotional
evaluations, then belief and emotion should be correlated for moral
assertions.

An antithesis is in theories of moral grammar (Hauser, 2006a;
Mikhail, 2000, 2011). They postulate that emotional reactions are a
consequence of moral judgments, not their cause. Like Chomsky's (e.g.,
Chomsky, 1986) universal grammar:

Ordinary individuals possess a complex moral grammar that enables
them to judge the deontic status of actions in a manner roughly
analogous to how native speakers intuitively recognize the gram-
maticality of sentences.

(Mikhail, 2011, p. 309)

The universal moral grammar consists of unconscious rules that
guide moral intuitions, but culture sets the values of its parameters. The
rules have nothing to do with emotions, which play no causal role in
moral judgments (Hauser, 2006b; Mikhail, 2011).

Syntheses of the two preceding extremes can be found in “dual
process” theories postulating that moral judgments reflect reasoning or
emotions (see, e.g., Baron, 2008, Ch. 16; Greene, Sommerville,
Nystrom, Darley, & Cohen, 2001; Paxton, Ungar, & Greene, 2011). Our
theory is also a dual-process one. It proposes that deontic judgments,
which include those concerning morality, rely on reasoning (Bucciarelli
et al., 2008). But, reasoning itself is a dual process – a hypothesis that
the late Peter Wason pioneered (see, e.g., Johnson-Laird & Wason,
1970, for an algorithmic account; Johnson-Laird, 2006): it relies either
on intuitions, which make no use of counterexamples, or on delibera-
tions, which do. The theory assumes that reasoning can be intuitive,
and that such intuitions can yield moral evaluations and emotions. No
special sort of reasoning is needed for deontic topics, just normal ev-
eryday inferences (cf. Cushman & Young, 2011). In its principle of
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independent systems, our theory postulates that emotions and reasoning
rely on separate systems, though emotions are evolutionarily older.
Experimental results corroborate this principle: people can judge some
actions to be moral or immoral faster than they can evaluate them
emotionally, but they can evaluate other actions emotionally before
they can judge their morality (Bucciarelli et al., 2008). Emotions and
reasoning run in parallel but they interact, and so they should have
causal effects on each other.

The socio-intuitionist theory predicts that a change in an emotion
about a moral assertion should change the degree of belief in the as-
sertion. Moral grammars predict that a change in a belief about a moral
assertion should change the emotion about the assertion. Only the
present dual-process theory, however, predicts both these causal rela-
tions. It implies that an individual's complex emotion about a moral
assertion and degree of belief in the assertion should mutually influence
one another (see, e.g., Bucciarelli & Daniele, 2015; Bucciarelli &
Johnson-Laird, 2005; Bucciarelli et al., 2008).

The first aim of the present investigation was to examine the rela-
tion between degrees of belief in assertions, factual and moral, and the
emotional reactions they evoke. We carried out three experiments de-
signed to examine these relations. Its second aim was to establish causal
relations from degrees of belief in moral assertions to emotional reac-
tions to them, and the converse causal relations from emotional reac-
tions to degrees of belief. The dual-process theory predicts that a
change in one of these factors – either belief or emotion – should cause
a change in the other. All our experiments had the approval of the
Ethical Committee of the University of Turin.

2. The correlations between emotions and beliefs

2.1. Experiment 1

2.1.1. Method
Our first experiment examined one group of participants' degrees of

belief in a set of moral and factual assertions, and another group of
participants' emotional reactions to the same moral and factual asser-
tions. The participants were randomly assigned to one of the two
groups. In each group, the moral and factual assertions were in two
different blocks, with counterbalanced orders of presentation of the two
blocks. The assertions in each block were in a different random order
for each participant. The participants rated their degrees of belief in an
assertion using a five-point Likert scale of subjective probability:

Impossible–improbable–as probable as not–probable–certain.
The participants rated their emotional reactions to an assertion also

using a five-point Likert scale from loathing to liking:
I loathe this idea–I don't like this idea–I am indifferent to this idea–I

like this idea–I love this idea.

2.1.1.1. Participants. Twenty university students took part in the
experiment (19 females and 1 male with a mean age of 23.55 years,
SD= 1.73). As in all the present experiments, they were taking a course
on general psychology at the University of Turin, they gave their
informed consent, and they volunteered in exchange for course credits.
They were all native speakers of Italian, which was the language of the
studies.

2.1.1.2. Procedure. The participants were tested together in a quiet
room. The key instructions to the participants in the belief group were:
“Your task is to assign a probability to each assertion on a five-point
scale. It should reflect how strongly you believe in the assertion.” The
key instructions to the participants in the emotion group were: “Your
task is to evaluate your emotional reaction to each assertion on a five-
points scale”.

2.1.1.3. Materials. To develop the materials, we carried out a
preliminary study in which a panel of 13 students from the same

population as those in the experiment proper created factual and moral
assertions that differed in both the pleasantness of the emotions they
evoked and in the degree to which they were believable. They each had
to generate 9 assertions referring to “moral principles” in three
categories of believability: strongly believable, fifty-fifty,
unbelievable, and in three categories of emotional pleasantness:
loathe, indifferent, love. Hence, each member of the panel created
one assertion in each of the 9 categories. From the resulting assertions,
we chose those that made sense, and the result was a set of 34 moral
assertions and a set of 33 factual assertions (see Tables S1 and S2 in the
Supplementary Materials). Examples of strongly believable moral
assertions from the respective categories of loathing, indifference, and
loving, are:

Torturing children should be a capital crime.
Young people should respect their elders.
Prison should re-educate criminals.
Examples of strongly believable factual assertions from the re-

spective categories of loathing, indifference, and loving, are:
Excessive eating leads to gross obesity.
Car-pooling helps to limit pollution.
Humanitarian organizations save a lot of lives.
As these examples illustrate, the moral assertions contained a modal

verb (based on “dovere” in Italian, which corresponds to “should” or
“ought to” in English) and the factual assertions were generalizations in
the present tense.

2.1.2. Results and discussion
Fig. 1 is a scattergram showing the correlation between the mean

ratings of the two groups for the moral assertions: one group rated the
believability of the assertions on a five-point scale and the other group
rated their emotional reactions on a five-point scale. Fig. 2 is a scat-
tergram of the same sort for the two groups' ratings of the factual as-
sertions. As the Figures show, the ratings of beliefs and emotions were
reliably correlated for the 34 moral assertions (Kendall's τ = 0.68,
p < .0001), but not for the 33 factual assertions (Kendall's τ = 0.12,
p > .1). Because the scales may not be “interval” ones, in which equal
distances from one point to another have the same significance over the
whole scale, we used Kendall's tau, which is sensitive only to the rank
orders of items, not to the magnitudes between them. Its values range

Fig. 1. Scattergram from Experiment 1 of the mean degrees of belief in 34
moral assertions for one group and the mean pleasantness of the emotional
reactions to them for the other group.
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from −1 (perfect inverse correlation) through 0 (no correlation) to 1
(perfect correlation).

The difference between the value of tau for factual assertions and
the value of tau for moral assertions was highly reliable. For more than
ten pairs in a correlation, tau's distribution approximates to the normal
variate, z. The proportion of cases in the normal distribution for a tau of
at least 0.1 yielding a tau of at least 0.67 equals 0.000000013/0.206
(p < .00000006). Likewise, a resampling procedure confirmed the
difference: 100,000 reassignments of the factual rankings yielded the
chance probability that from over 20,000 cases with at least a tau of 0.1
none of them yielded a correlation at least as large as 0.67
(p < .00005).

The two outliers in Fig. 1 with low emotional ratings and higher
degrees of belief are for the assertions:

According to ISIS, Muslims should behead non-Muslims.
According to Hitler, Jews should be exterminated.

In reality, they make factual claims about the beliefs of individuals, and
so it was a mistake to include them in the set of moral assertions. When
we dropped them from the analysis, the correlation between believ-
ability and emotion was even greater (Kendall's τ = 0.82, p < .0001).
Tables S1 and S2 in Supplementary Materials present the participants'
mean ratings of belief and emotion for each moral assertion and for
each factual assertion.

The participants' ratings for degrees of belief in the 34 moral as-
sertions had a high level of agreement (Kendall's coefficient of con-
cordance, W = 0.78, p < .001), and so too did their ratings for emo-
tions for the moral assertions (W = 0.70, p < .001). Their ratings for
the 33 factual materials were not quite so much in agreement, but they
were reliable both for degrees of belief (W = 0.58, p < .001) and for
their emotions (W = 0.47, p < .001).

The results show that if individuals believe a moral assertion then
they tend to like it; likewise, if they do not believe a moral assertion
then they tend to dislike it. The converse relations hold too. But, no
such relations occur with factual assertions. One possible artifact is that
the range of emotions was greater for moral assertions (1.0 to just over
4.5) than for factual assertions (2.0 to just over 4.5). Perhaps, if the

factual materials varied over a broader range of pleasantness, then they
too would elicit a correlation.

To test this conjecture, we carried out a replication of Experiment 1,
using factual materials selected to elicit a broader range of emotions
(for a total of 32 factual assertions), and using a within-participants
design in which 20 university students rated the factual assertions for
both belief and emotion. Fig. 3 is the resulting scattergram showing the
lack of correlation between the two sorts of rating with a wider range in
the ratings of emotions (from 1.0 to just under 5.0). No reliable cor-
relation occurred between the two ratings (Kendall's τ = 0.09, p > .4).

Another potential artifact is that the moral and factual assertions
had different contents, and the choice of factual assertions may have
happened to yield contents that did not yield a correlation between
belief and emotion. Our next experiment therefore examined the issue
in a more stringent way. The moral and factual assertions had almost
identical contents.

2.2. Experiment 2

2.2.1. Method
The participants acted as their own controls: they rated their de-

grees of belief in moral and factual assertions and their emotional re-
actions to them. The two sets of assertions were based on the same
contents. Here are two examples of the matched pairs, in which the
moral assertion occurs first:

1) Some public and private schools should offer the same opportu-
nities.
Some public and private schools offer the same opportunities.

2) Immigrants who do not find a job ought to go back to their country.
Immigrants who do not find a job tend to go back to their country.

Each participant rated one member of each of 30 such pairs of as-
sertions. In one block they rated their beliefs, in another block they
rated their emotions, and the order of the two blocks was counter-
balanced. Half of the assertions were moral and half of them were
factual. The participants were assigned at random to one of two sets of
counterbalanced blocks of assertions, and half of them had the moral

Fig. 2. Scattergram from Experiment 1 of the mean degrees of belief in 33
factual assertions for one group and the mean pleasantness of the emotional
reactions to them for the other group.

Fig. 3. Scattergram from a replication of Experiment 1 of the participants' mean
degrees of belief in 32 factual assertions and the mean pleasantness of their
emotional reactions to them.
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assertions first and half of them had the factual assertions first. The
order of the assertions in all blocks was randomized for each partici-
pant.

2.2.1.1. Participants. Twenty university students from the same
population as before took part in the experiment (12 females and 8
males with a mean age of 24.55 years, SD= 3.49).

2.2.1.2. Procedure. The procedure and instructions were based on
those in Experiment 1 except that each participant received the
instructions for rating both believability and emotional reactions.

2.2.1.3. Materials. The assertions were constructed from the moral
assertions in Experiment 1 by adding a parallel factual version that
was plausible. But, in order to have assertions that varied equally in
believability in both versions, we made slight edits to the original
materials. We also added 11 new pairs of assertions in order to cover
some topics not included in the original set. Table S3 in Supplementary
Materials states the full set of 30 matched pairs of assertions. The
materials were assembled into two different sets of assertions: one set
had the odd numbered moral assertions (in Table S3) and even
numbered factual assertions (in Table S3), and the other set had the
opposite assignments.

2.2.2. Results and discussion
Fig. 4 is a scattergram showing the correlation between the mean

ratings for the degrees of belief in the 30 moral assertions on a five-
point scale and the mean ratings for their emotional reactions on a five-
point scale. Fig. 5 is a scattergram of the same sort for the factual as-
sertions. As the two Figures show, the two sets of ratings correlated
significantly for the moral assertions (Kendall's τ = 0.82, p < .0001),
but not for the factual assertions (Kendall's τ = 0.23, p= .085).

The difference between the tau for factual assertions and the tau for
moral assertions was highly reliable. The proportion of cases in the
normal distribution with a tau of at least 0.21 yielding a tau of at least
0.83 equals 0.0000003/0.052 (p < .000001). The resampling proce-
dure confirmed the difference: 100,000 reassignments of the factual
ranks showed from over 6000 cases with a tau of at least 0.21 none of
them yielded a correlation at least as large as 0.83 (p < .0005).

Table S3 in Supplementary Materials presents the pairs of moral and
factual assertions and the participants' mean ratings for belief and
emotions. We examined the degree to which the participants agreed in
their ratings. The concordances were reliable for the believability of the
30 moral assertions (Kendall's W = 0.50, p < .001) and for their
emotional reactions (W = 0.65, p < .0001). Their ratings for the 30
factual materials were not so much in agreement, but they were reliable
for believability (W = 0.38, p < .001) and for emotional reactions
(W = 0.58, p < .0001).

The results replicated those from Experiment 1, but in this case the
two sorts of assertion have almost identical contents, and the partici-
pants rated both their pleasantness and their believability. We conclude
that a genuine difference exists between moral and factual assertions.
Only the moral assertions yield a robust correlation between the be-
lievability of an assertion – its subjective probability – and the emotion
it evokes – from loathing to loving. Because emotions do not correlate
with beliefs for factual assertions, we pursued their investigation no
further.

2.3. Experiment 3

The experiment concerned only moral assertions and so it allowed
us to assess the critical correlation for a larger set of moral assertions
about a wider set of topics.

2.3.1. Method
The experiment included all the assertions in the previous two

studies and some additional assertions. The participants rated their
degrees of belief in and their emotional reaction to each of 48 moral
assertions in two blocks of trials in counterbalanced orders.

2.3.1.1. Participants. Twenty university students from the same
population as before took part in the experiment (12 females and 8
males with a mean age of 23.00 years, SD= 1.38).

2.3.1.2. Material and procedure. The materials consisted of moral
assertions from Experiments 1 and 2, and 9 additional assertions in
order to cover a set of comprehensive topics: the 48 moral assertions are

Fig. 4. Scattergram from Experiment 2 of the participants' mean degrees of
belief in 30 moral assertions and the mean pleasantness of their emotional re-
actions to them.

Fig. 5. Scattergram from Experiment 2 of the participants' mean degrees of
belief in 30 factual assertions and the mean pleasantness of their emotional
reactions to them.
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presented in Table S4 in Supplementary Materials. The procedure and
instructions were identical to those in the previous experiment.

2.3.2. Results and discussion
Fig. 6 is a scattergram showing the correlation between the mean of

the participants' degrees of belief in the 48 moral assertions on a five-
point scale and the mean of their emotional reactions on a five-point
scale. As the Figure shows, the two judgments were very highly cor-
related (Kendall's τ = 0.90, p < .0001). Table S4 in Supplementary
Materials presents the moral assertions and the participants' mean
ratings of belief in them and mean emotional reactions to them. The
concordances over the participants' degrees of belief in the 48 moral
assertions (Kendall's W = 0.61, p < .0001) and over their emotional
reactions (W = 71, p < .0001) were highly reliable.

The present experiment corroborated the prediction that the degrees
to which people believe moral assertions correlate with their emotional
reactions to them.

3. The causal relations for moral assertions between beliefs and
emotions

Our two final studies aimed, first, to change the participants' emo-
tional reactions to moral assertions and to see whether it changed their
degrees of belief in them (Experiment 4), and, second, to change par-
ticipants' degrees of belief in moral assertions and to see whether it
changed their emotional reactions to them (Experiment 5).

Previous studies have shown that emotions can cause changes in
moral judgements. Individuals exposed to a disgusting smell make more
severe moral judgments than control participants (e.g., Schnall, Haidt,
Clore, & Jordan, 2008). Positive and negative moods that music induces
also alter moral judgments (e.g., Pastötter, Gleixner, Neuhauser, &
Bäuml, 2013). But, our study also aimed to demonstrate the converse
relation, and so it would have been inappropriate to use a procedure in
which emotions are general instead of reactions to particular assertions.
That is because the dual-system theory does not predict that changes in
the believability of a moral assertion should affect a person's general
mood. The appropriate procedure therefore calls for an examination of
how changes in emotions to a particular assertion affect its

believability, and vice versa.

3.1. Experiment 4: Changes in emotions to moral assertion CHANGE beliefs
in them

A feasible way to change individuals' emotions about a moral as-
sertion is to ask them to recall an autobiographical memory that evokes
a pleasant memory or else an unpleasant memory pertinent to the moral
assertion. Mills and D'Mello (2014) showed that such memories can
induce positive or negative emotions. The dual-process theory predicts
that if individuals like a moral assertion more, they should believe it
more; but, if they dislike the assertion more, they should believe it less.

3.1.1. Method
The participants carried out three tasks for each of six moral as-

sertions presented in a different random order to each of them. First,
they rated their degrees of belief in each assertion using a 21-point
Likert scale of subjective probability ranging from impossible to certain
on 5 major points, with four intervening points between adjacent labels
to make a more sensitive measure likely to detect changes. Second, after
rating all the assertions in this way, the participants recalled an episode
from their lives that concerned a moral assertion. Third, after this task
for first assertion, they rated again their degree of belief in the asser-
tion. They repeated the second and third tasks for each of the remaining
assertions. For half the participants, the autobiographical episode for
the first three assertions was for a pleasant memory, and for the second
three assertions it was for an unpleasant memory; and for the other half
of the participants, the assignment of the two sorts of episode was in the
opposite order. The participants were assigned at random to one of the
two preceding orders.

3.1.1.1. Participants. Thirty-two students from the same population as
before took part in the experiment (16 females and 16 males with a
mean age of 25.53 years, SD= 5.97).

3.1.1.2. Materials and procedure. We chose six moral assertions varying
in their degree of believability according to Experiments 1, 2 and 3.
These six assertions (see Table S5 in Supplementary Materials) were
assigned to two sets in order to counterbalance their assignment to the
pleasant and unpleasant memory tasks. In set 1, assertions 1, 2, 3, were
assigned to the unpleasant memory task, and assertions 4, 5, and 6,
were assigned to the pleasant memory task. In set 2, the assignments
were swapped around.

The participants were tested individually in a quiet room. The key
instructions for rating the believability of assertions, both en masse
before the memory task and individually after each memory task, were
as follows:

Your task is to assign a probability to each assertion on a scale
ranging from Impossible to Certain. This probability should reflect the
degree to which you believe the assertion.

The key instructions for the two memory tasks were as follows:

For each assertion, your task is to write down a specific episode in
your life in which what happened was an event related to the as-
sertion. Do not recall episodes that occurred repeatedly in a period
of life: describe in details a specific episode that is located at a
particular time in a particular place. The episode must be very
pleasant (very unpleasant). If you don't have such a memory, then
imagine such an episode that is a very pleasant (unpleasant) episode
and write it down.

3.1.2. Results and discussion
Two independent judges checked that each memory was of a spe-

cific episode, that it was relevant to the moral assertion, and that it
evoked the appropriate emotion. They agreed in their coding on 97% of

Fig. 6. Scattergram from Experiment 3 of the participants' mean degrees of
belief in 48 moral assertions and the mean pleasantness of their emotional re-
actions to them.
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items (Cohen's K= 0.90, p < .001). For the final score, they discussed
each item on which they disagreed, until they reached agreement. They
judged that the participants performed the pleasant memory task cor-
rectly on 91% of trials and the unpleasant memory task correctly on
84% of trials. The most common failure was to recall an episode in the
unpleasant memory task but for the negation of the moral assertion,
e.g., for the assertion, you should be generous in your life, a participant
recalled an unpleasant memory in which she was not generous. Such
failures may explain the smaller effects of unpleasant memories (see
Table 1). We excluded from analysis the trials in which the participants
failed the memory task.

The order of the two sorts of memory task had no reliable effect on
the ratings of the assertions either after the pleasant memory task
(Mann-Whitney test, z= 0.03, p > .25, Cliff's δ= 0.24), or after the
unpleasant memory task (Mann-Whitney test, z= 1.72, p > .08, Cliff's
δ= 0.15). Hence, we combined the results from the two groups of
participants for the subsequent analyses.

Fig. 7 presents the ratings of belief for each of the six moral asser-
tions before and after the two memory tasks. As it shows, there was an
interaction in the believability of the assertions: it tended to increase
after a pleasant memory and to decrease after an unpleasant memory
(Wilcoxon test by participants, z= 3.7, p < .0001, one tail, Cliff's
δ= 0.70; and all six contents showed the predicted interaction (Bino-
mial test, p < .02, one tail). The mean believability of the assertions
increased reliably after the memory evoking a pleasant emotion (Wil-
coxon test by participants: z= 4.18, p < .00002, Cliff's δ= 0.22; and
by-materials, Binomial, p < .025), and decreased reliably after the
memory evoking an unpleasant emotion (Wilcoxon, z= 2.30,
p < .015, Cliff's δ= 0.08, but not reliably in a by-materials analysis,
Binomial test, p > .1). With hindsight, we might have detected greater
effects of the memory tasks if we had chosen moral assertions with
mean degrees of belief in Experiments 1, 2 and 3. Those at one or other
end of the scale leave less room for an effect on ratings.

Overall, the effects of autobiographical memories tended to be

larger for memories that were pleasant than for memories that were
unpleasant, but the difference was not reliable (Wilcoxon test, z= 1.54,
p > .12, two tail, Cliff's δ= 0.25). Table 1 presents the mean ratings of
the believability of the six moral assertions before and after the two
sorts of autobiographical memory (the detailed results for the six as-
sertions are in Table S5 in Supplementary Materials).

The results corroborated the prediction. The effects were modest,
but robust: a change to the emotion that a moral assertion evokes
changed its believability. A common experience in everyday life is that
the recall of an episodic memory can evoke emotional feelings, and not
just cognitive evaluations of emotions appropriate to the occasion (see
also Mills & D'Mello, 2014). Nevertheless, skeptics might argue that the
consequent shifts in believability were the result of the demand char-
acteristics of the experiment (e.g., Nichols & Maner, 2008), which the
participants inferred was to increase their belief in a moral assertion
after remembering a pleasant personal event, and to decrease their
belief in a moral assertion after remembering an unpleasant personal
event. Such an effect is rather implausible, because it would call for
participants:

• To remember their initial rating prior to the recall task, when they
had rated all six assertions on a 21-point Likert scale.

• To infer that because in one condition they were asked to recall a
pleasant memory they should shift their rating upwards, and be-
cause in another condition they were asked to recall an unpleasant
memory they should shift their rating downwards.

• To make the required shift in ratings.

The inference in the second step above depends on a belief in the
particular hypothesis under test: a pleasant emotional experience re-
lated to a moral assertion ought to increase its believability, and an
unpleasant emotional experience related to a moral assertion ought to
decrease its believability. If individuals believed that the relation
should occur for any sort of proposition, the demand characteristics of
Experiment 1 and 2 should have led to a correlation between beliefs and
emotions for factual assertions. But, no such correlation occurred.

A more plausible alternative hypothesis is that the contents of the
autobiographical memories, not the emotions that they evoked, were
the cause of the change in degrees of belief. We postpone our discussion
of this possibility and one concerning response bias until the General
discussion.

3.2. Experiment 5. Changes in beliefs about moral assertions CHANGE
emotions to them

A potential way to change individuals' degrees of belief in an as-
sertion – its subjective probability – is to get them to create their own
reasons for believing, or else for disbelieving, the assertion. Nothing is
more persuasive than a proof, but reasons can also be effective in
changing beliefs (e.g., Slusher & Anderson, 1996). The present experi-
ment therefore used this procedure to determine whether changes in
degrees of belief in moral assertions also changed emotional reactions
to them.

3.2.1. Method
The participants carried out three tasks for each of six moral as-

sertions presented in different random orders. First, they rated their
emotional reactions to the six assertions using a 21-point Likert scale
ranging from I loathe this idea to I love this idea on 5 major points, but
with four intervening points between adjacent labels to make a more
sensitive measure. Second, the participants had to think up a reason for
believing, or disbelieving, a moral assertion. Third, after creating such a
reason, they then rated their emotional reaction to it again. They re-
peated the second and third tasks for each of the remaining assertions.
For half the participants, the first three reasons they had to think of
were for believing an assertion, and the second three reasons were for

Table 1
Mean ratings of the believability on a five-point scale (with 95% confidence
intervals) before and after the pleasant memory task and before and after the
unpleasant memory task in Experiment 4.

Rating before Rating after Overall

Pleasant memory 3.16 [2.81, 3.51] 3.51 [3.16, 3.86] 3.33 [2.99, 3.67]
Unpleasant memory 3.03 [2.68, 3.38] 2.86 [2.52, 3.20] 2.95 [2.62, 3.28]
Overall 3.05 [2.92, 3.18] 3.15 [3.00, 3.30] 3.10 [2.96, 3.24]

Fig. 7. For Experiment 4, the participants' mean degrees of belief in each of the
six moral assertions before and after the recall of pleasant or unpleasant
memories related to them. The lines connecting pairs of black and white circles
pick out the same moral assertions in the two memory conditions.
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disbelieving an assertion; for the other half of the participants, the two
sorts of reason were in the opposite order. The participants were as-
signed at random to one of the two preceding orders.

3.2.1.1. Participants. Thirty-two university students from the same
population as before took part in the experiment (30 females and 2
males with a mean age of 22.66 years, SD= 1.41).

3.2.1.2. Materials and procedure. We chose six moral assertions from
Experiments 1, 2 and 3, in which the participants made ratings of
pleasantness around the mid-point of the Likert scale, e.g.:

One should be dishonest with dishonest people.
Parents should avoid having arguments in front of their children.

The rationale was to allow a detectable change in emotional reactions
after the participants had thought of a reason to change their degrees of
belief. The six assertions (see Table S6 in Supplementary Materials)
were assigned to two sets in order to counterbalance their assignment to
reasons to believe, and reasons to disbelieve. In set 1, assertions 1, 2, 3,
were assigned to the task of thinking of reasons to believe them, and
assertions 4, 5, and 6, were assigned to the task of thinking of reasons to
disbelieve them. In set 2, the assignments were swapped around.

The participants were tested individually. The key instructions for
rating their emotional reactions to the assertions, both en masse before
thinking of reasons and individually after thinking of a reason, were as
follows:

Your task is to evaluate your emotional reaction to each assertion on
a scale ranging from I loathe this idea to I love this idea.

The key instructions for the two tasks of thinking of reasons were as
follows:

For each assertion, your task is to write down a specific reason to
believe (disbelieve) in what the assertion states. If you can't think of
such a reason, then imagine a reason that someone could have for
believing (disbelieving) in the assertion. Write the reason down.

3.2.2. Results
Two independent judges checked that the participants produced a

genuine reason rather than a paraphrase of an assertion, and that they
obeyed the request to create one to believe, or to disbelieve, the as-
sertion. The judges agreed in their coding on 99.5% of items (Cohen's
K= 0.92, p < .001). They discussed each of the handful reasons on
which they disagreed, until they reached agreement. They judged that
the participants thought of reasons to believe the assertions on 98% of
trials, and that they thought of reasons to disbelieve the assertions also
on 98% of trials. We excluded the remaining trials from analysis.

The order of the two sorts of reasons had no reliable effect on
emotional reactions to the assertions either after thinking of reasons to
believe the assertions (Mann-Whitney test, z= 1.72, p= .09, Cliff's
δ= 0.36), or after thinking of reasons to disbelieve the assertions
(Mann-Whitney test, z= 0.28, p= .78, Cliff's δ= 0.03). Hence, we
combined the results from the two groups of participants for the sub-
sequent analyses.

Fig. 8 presents the ratings of emotional reactions to each of the six
moral assertions before and after the two sorts of reasons. As Fig. 8 and
Table 2 below show, a reliable interaction occurred in the emotional
reactions to the moral assertions: they tended to increase after the
participants thought of reasons to believe assertions and to decrease
after they thought of reasons to disbelieve them (Wilcoxon test by
participants, z= 2.92, p < .003, Cliff's δ= 0.46; and by-materials all
six showed the predicted interaction, Binomial test, p < .025, one tail).
The emotional reactions tended to become more positive after the
participants thought of a reason to believe an assertion. The effect was
not reliable by participants (Wilcoxon test: z= 1.47, p= .14, Cliff's

δ= 0.12), but it was reliable by materials (Wilcoxon test: z= 1.99,
p= .025, Cliff's δ= 0.17). The emotional reactions tended to become
more negative after the participants thought of a reason to disbelieve an
assertion, and the effect was reliable both by participants (Wilcoxon,
z= 3.06, p= .002, Cliff's δ= 0.19) and by materials (Binomial,
p < .02).

Table 2 presents the mean emotional reactions to the six moral as-
sertions before and after the two sorts of reasons (the results for each of
the six assertions are in Table S6 in the Supplementary Materials). The
results corroborated the predicted interaction. But, a reason to believe
tended to increase the pleasantness of moral reaction less than a reason
to disbelieve tended to increase their unpleasantness. This result,
however, parallels previous observations that affirmation has less effect
than denial on moral assertions (e.g., Baumeister, Bratslavsky,
Finkenauer, & Vohs, 2001). The conjecture that the demand char-
acteristics of the experiment are responsible for the results seems un-
likely (see our discussion of the results of Experiment 4).

4. General discussion

When a group of participants rated their degrees of belief in a set of
assertions and another group of participants rated their emotional re-
actions to the same assertions, there was a striking and hitherto un-
reported interaction. The degrees of belief correlated with the emo-
tional reactions for assertions about morality, but not for assertions
about matters of fact (Experiment 1). The difference might have re-
flected the different contents of the moral and factual assertions. So, we
used the same contents both in moral assertions, such as:

Advanced countries should be democracies.

and in corresponding factual assertions:

Advanced countries are democracies.

Fig. 8. In Experiment 5, the mean pleasantness of the participants' emotional
reactions to the moral assertions for each of the six moral assertions before and
after the participants thought of reasons to believe, or to disbelieve, the as-
sertions.

Table 2
Mean ratings in Experiment 5 of the emotional reactions on a five-point scale
(with 95% confidence intervals) before and after the participants thought of
reasons to believe, or to disbelieve, the six moral assertions.

Rating before Rating after Overall

Reason to believe 2.75 [2.45, 3.05] 2.93 [2.62, 3.24] 2.85 [2.57, 3.13]
Reason to disbelieve 2.94 [2.65, 3.23] 2.67 [2.40, 2.94] 2.80 [2.53, 3.07]
Overall 2.85 [2.68, 3.02] 2.80 [2.66, 2.94] 2.82 [2.68, 2.96]
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Participants saw just one member of each of these pairs, and beliefs
correlated with emotional reactions, but again only for moral assertions
and not for factual assertions (Experiment 2). The crucial correlation
also occurred for a comprehensive set of 48 different moral assertions
(Experiment 3).

Correlations cannot establish causality, but our subsequent studies
did so and in both directions. In particular, autobiographical memories
of pleasant events about a moral assertion increased the degree to
which participants believed it, whereas such memories of unpleasant
events decreased the degree to which participants believed it
(Experiment 4). Hence, a change in emotions can cause a change in the
degree to which moral assertions are believable. Skeptics might argue,
as did an anonymous reviewer, that the result reflects only the demand
characteristics of the experiment. But, in the discussion of Experiment
4's results, we explained that this account is rather unlikely: why should
participants infer that a pleasant memory of events in their lives should
call for an increase in the believability of a moral assertion? It seems
that they must base their inference on the hypothesis under investiga-
tion: a pleasant emotion ought to increase their belief in a moral as-
sertion. Even if they made such an inference, it is likely to have oc-
curred sufficiently long after their initial ratings of believability that
they would no longer have an accurate memory of six values on a 21-
point scale.

At first sight, an alternative explanation seems more plausible. The
contents of the autobiographical memories, not the emotions they
evoked, cause the shift in the ratings of believability. This conjecture
(due to Jon Baron, p.c. 11-5-2018 and to an anonymous reviewer) is
that people tended to recall cases that turned out well when they had to
recall a pleasant memory, and cases that turned out badly when they
had to recall an unpleasant memory. The good outcomes increased the
believability of the moral assertion and the bad outcomes decreased it,
but as a matter of an intellectual rather than emotional reaction.
However, consider a moral assertion that you happen to disbelieve,
such as “You should behave as you feel like doing”. Suppose, like one of
our participants, you recall that once when you were dancing with a
group of friends who avoided another bunch of kids, but you felt like
dancing with them, and so you did. Later, you discovered that they
were from a community of children with psychological problems, and
so you felt happy that you had danced with them. The events but not
the emotion are supposed to have increased your belief in the principle.
There are several oddities with this account. First, given the same
events, you might not have felt happy – so why would the events alone
increase your belief in the principle? Second, you know that you could
have danced with the kids for reasons other than the somewhat dubious
moral principle – you could have done so out of kindness towards
strangers. Third, the events in your memory are supposed to change
your degree of belief in a principle whose truth is deontic not a matter
of fact. A long tradition going back to Hume (1978/1739) is that such a
change is impossible, because facts don't affect deontic principles –
what is the case doesn't imply what ought to be the case (see Baron,
2008, Ch. 16; cf. Elqayam, Wilkinson, Thompson, Over, & Evans, 2017).
Your memory of dancing with the kids probably led you to relive the
emotions you felt when you found out about them (Conway & Pleydell-
Pearce, 2000; Raes, Hermans, Williams, & Eelen, 2006), yet they are
supposed to have no effect on your belief in the moral principle. Two
independent judges evaluated whether the participants reported auto-
biographical memories consistent with the moral principle and elicited
the appropriate emotional reaction. Those memories that didn't were
rejected from the analysis of the results. In sum, the memory task is
likely to have induced appropriate emotional reactions, and even per-
haps actual feelings (Mills & D'Mello, 2014). They seemed to have
caused a shift in belief in the moral assertions. Yet, we do concede that
contents of the memories alone might have caused the shift. It seems
unlikely, but it is possible.

A variant on this hypothesis about Experiment 4 is that the emotions
in the experiment created a response bias. As the reviewer suggested, an

increase in positive feelings (or positive contents) could increase a
participant's belief in the moral assertions, whereas an increase in ne-
gative feelings (or negative contents) could decrease the participant's
belief in them. Insofar as this hypothesis concerns emotions, it is in-
distinguishable from the dual-process theory's predictions.

A converse causal relation occurred in our final experiment. The
creation of a reason to believe a moral assertion increased the plea-
santness of the emotions it evoked, whereas the creation of a reason to
disbelieve the assertion increased the unpleasantness of the emotions it
evoked (Experiment 5). The idea that demand characteristics of the
experiment led to its results is implausible for the same sort of reasons
that applied to Experiment 4. Likewise, it is difficult to envisage some
factor other than the content of the participants' reasons leading to a
change in the emotional reaction to the assertions. Their reasons could
have evoked an emotional reaction of their own, which in turn caused
the change in the emotions that the assertions themselves evoked. But,
this hypothesis in itself would corroborate the dual-process theory's
prediction that beliefs about moral assertions, which include reasons for
them, can evoke emotional reactions.

In sum, emotions and beliefs correlate for moral assertions, and a
change in one can cause a change in the other. The main theoretical
problem is to explain these results. They should hardly surprise
Utilitarians. As we mentioned in the Introduction, one interpretation of
their views (Jon Baron, p.c.) is that it is tautological to predict that if
you believe a moral assertion then you will like it. And this inter-
pretation implies that our experiments are studies in semantics, which
corroborate the existence of tautologies depending on the meanings of
words (contra to Quine, 1953; cf. Quelhas, Rasga, & Johnson-Laird,
2017). But, the degrees to which participants believed the moral as-
sertions varied from certain to impossible. An assertion that they rated
as probable as not is hardly a tautology, and it tended to occur with an
emotional reaction of indifference. The hypothesis of a tautological in-
terpretation cannot explain this aspect of an overall correlation in rat-
ings on scales. Moreover, the negation of a tautology is a self-contra-
diction, and yet there is nothing contradictory about an assertion, such
as:

It's not true that if you ought to pay your taxes, then you will like
doing so.

Indeed, it is common for people to violate their own moral principles
for the sake of pleasure – a failing that many religions censure. Such
failings would be impossible if the relation between the two were
tautological. The corroboration of the relation is therefore a discovery
of a systematic but contingent dependency – one that the Utilitarians
believed for communities as a whole – rather than a psycholinguistic
confirmation of a synonymy.

The socio-intuitionist theory of morality, as we mentioned at the
outset, postulates that moral judgments are based solely on the emo-
tions that events evoke (Shweder & Haidt, 2000; Wilson, 1993). These
emotions can affect degrees of believability, but the converse is im-
possible on this account: the degree of believability of a moral assertion
cannot affect the emotions it evokes. In short, emotions first; then be-
liefs. The causal effect of emotions on beliefs in moral assertions in
Experiment 4 is consistent with the theory, but the converse causal
effect in Experiment 5 is inconsistent with the theory.

Moral grammars, as we also mentioned at the outset, postulate that
a set of innate rules unconsciously guides individuals' evaluative in-
tuitions about moral assertions (Hauser, 2006b; Mikhail, 2011). The
degree of believability of a moral assertion can affect the emotion it
evokes, but the converse is impossible: the emotion evoked by a moral
assertion cannot affect its believability. In short, beliefs first; then
emotions. The causal effect of beliefs on emotions from moral assertions
in Experiment 5 is consistent with the theory, but the converse causal
effect in Experiment 4 is inconsistent with the theory.

The present dual-process theory postulates that reasoning underlies
moral reactions, either rapid, largely unconscious, and intuitive
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inferences, or else slower, more conscious, deliberations (Bucciarelli
et al., 2008). Basic emotions depend on simple cognitive evaluations,
which can prepare individuals for generic reactions, but complex
emotions, which incorporate propositional content unique to human
beings, are needed to evaluate moral assertions (Oatley & Johnson-
Laird, 1987, 2014). Emotions and reasoning are therefore separate
systems that run in parallel but that can affect each other. Beliefs can
elicit emotions and change them, and emotions can elicit beliefs and
change them. In short, either beliefs or emotions first, and then emo-
tions or beliefs. What is unique to deontic assertions is a strong cultural
consensus about the pleasing nature of what is right and the hateful
nature of what is wrong. As our results showed, there is no such reliable
consensus about matters of fact. That the consensus about morality is
cultural is illustrated in such cases as human sacrifice, cannibalism,
suicide, abortion, and polygamy. In some societies, these practices are
morally right; in other societies, they are morally wrong. Hence, beliefs
in moral assertions can affect the emotions they evoke, and the emo-
tions they evoke can affect beliefs in them (Bucciarelli et al., 2008; see
also Paxton et al., 2011). The theory elucidates – indeed, predicts – the
phenomena in our experiments. An open question is whether these
phenomena occur only for moral assertions, or else for other deontic
assertions about social conventions, rules, and manners. Another open
question is whether emotions, and in particular complex ones with
propositional content, can cause a change in the content of a person's
beliefs about a deontic assertion.

In conclusion, moral assertions yield a correlation between what is
good and what is pleasant, and between what is bad and what is un-
pleasant. To enhance the morality of an assertion can make it more
pleasant; and to diminish its morality can make it less pleasant.
Conversely, to increase the pleasantness of a moral assertion can make
it morally better; and to decrease its pleasantness can make it morally
worse. Hence, emotions and reasoning, which depend on separate
systems, can exert causal effects on each other. A major nexus concerns
morality, for which societies establish a consensus reflected in the
Epicurean maxim that what is good is pleasant.
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