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Reasoning about possibilities is fundamental in daily life. Yet, it has been little studied in psychology. We present
a psychological theory in which it is the foundation of human reasoning. The theory explains how possibilities
have distinct interpretations (deontic, epistemic, and alethic), how people represent them in models, and how
these models yield inferences. Key principles are that the semantics of possibilities are the same finitary alter-
natives underlying probabilities, that speech acts can create obligations inexpressible as probabilities, that
compound assertions — conditionals and disjunctions - refer to conjunctions of possibilities holding in default of

knowledge to the contrary, and that mental models condense multiple consistent possibilities into one. The
theory is incompatible with all normal modal logics and with probabilistic logic. Yet, experiments have corro-
borated its predictions. The article discusses its precursors, rivals, and potentials.

It is more than possible; it is probable.
—Sherlock Holmes

1. Introduction

Possibility can be close to probability, as Sherlock Holmes’s remark
bears out (see Conan Doyle, 1981, p. 339). Both introduce uncertainty
into discourse, and so inferences about possibilities — modal reasoning —
are ubiquitous in daily life. Here are three everyday examples, which
we invite you to consider:

1. Either Trump will be re-elected or he won’t be.
So, it’s possible that he won’t be.

2. The probability of snow today is 90%.
So, it’s very possible that it will snow today.

3. Pat may be married and Viv may not be.
So, maybe Pat is married and Viv isn’t.

Modal logics deal with possibilities, and so you might wonder which
of their main versions underlie these three inferences. The answer as we
show is: none. The inferences above do not follow in any normal modal
logic. Yet, naive reasoners — those who know nothing of logic — make
them. You might think that these individuals are either blundering or
else introducing additional, perhaps pragmatic, factors that justify the
inferences. This article takes a more radical stance. It presents a theory

of modal reasoning in which the inferences are valid, that is: if their
premises are true then so too are their conclusions (Jeffrey, 1981, p. 1),
but with one caveat that we explain below.

The theory distinguishes three principal interpretations of possible
(for examples, see Table 1 below):

4. Alethic interpretations concern possible or necessary consequences.
Deontic interpretations concern permissible or obligatory actions (or
inactions).

Epistemic interpretations concern degrees of belief in propositions.

These modalities have been studied in modal logic (e.g., Kripke, 1963),
linguistics (e.g., Palmer, 2001), psycholinguistics (e.g., Miller &
Johnson-Laird, 1976, Sec. 7.3.1), linguistic philosophy (e.g., White,
1975), formal semantics (e.g., Kratzer, 2012; Portner, 2009), and
computational linguistics (e.g., Isard, 1975; Moens & Steedman, 1988).
The new theory takes into account these studies. It is based neither on
normal modal logics nor on their semantics of ‘possible worlds,” but on
a finitary semantics for possibility and its cognates. Reasoning, in turn,
depends on models of possibilities. So, we refer to the new theory as the
‘model’ theory. It has a long-standing account of what reasoners are
trying to compute in drawing their own conclusions (Johnson-Laird,
1983, p. 40; Johnson-Laird & Byrne, 1991, Ch. 2). They aim for con-
clusions that are new, parsimonious, and encapsulations of the semantic
information in the premises. If no such conclusion exists, they respond
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that nothing follows. If they are given a conclusion to evaluate, they
check only that the conclusion maintains the premises’ semantic in-
formation. So, unlike other accounts of reasoning, the theory distin-
guishes between conclusions that individuals accept and the subset of
them that they draw for themselves. It treats all inferences in daily life
as depending on tacit assumptions, and so the caveat that we mentioned
earlier is that conclusions hold in default of knowledge to the contrary.
Given such knowledge, they can be withdrawn. Reasoning is therefore
defeasible (or nonmonotonic). When individuals withdraw a conclusion,
they amend its premises, and try to explain the provenance of the in-
consistency (Johnson-Laird, Girotto, & Legrenzi, 2004; Khemlani &
Johnson-Laird, 2012).

The present article cannot describe the vast literature on modality,
but it provides synopses of modal logic and modal linguistics (in
Appendices A and B). Readers who suffer existential dread faced with
logical symbols should read only the current state of the science
(Section 2). The article next analyses the different interpretations of
modal assertions, the cues to these interpretations, and their common
underlying finitary semantics (Section 3). It shows how models can
represent each interpretation (Section 4), and it illustrates how they
yield different sorts of modal inference (Section 5). And it ends with a
discussion of rival accounts, open questions for the model theory, and
future lines of research (Section 6).

So, what do modals mean? How are they represented in the mind?
And what mechanism uses these representations in modal reasoning?
Our goal is to answer these three questions, relying in part on pre-
cursors. And, as we proceed, we enumerate the model theory’s pre-
dictions and their empirical corroborations. They include long-standing
results, and new tests of novel predictions.

2. Modality: The state of the science

Psychologists have studied modality for over fifty years (e.g., Byrnes
& Beilin, 1991; Inhelder & Piaget, 1958; Piéraut-Le Bonniec, 1980;
Shtulman, 2009), but know much less about it than about other sorts of
reasoning. One hypothesis (Rips, 1994, p. 322) is that individuals can
make deontic inferences without being familiar with their contents,

e.g.

5. It is obligatory that P given Q.
Therefore, it is permissible that P given Q.

Rips suggested that such inferences are based on formal rules of in-
ference with the addition of those for modal terms or of modal schemas
for them (see Cheng & Holyoak, 1985). However, as he remarked, the
extension of his system to deontic reasoning would entail more than
just adding a few rules (Rips, 1994, p. 336).

Just what is at stake is illustrated in the major pioneering study of
modal reasoning due to Osherson (1976). He formulated a theory of
reasoning based on a modal logic (system T, see Appendix A). He
constructed a language that has three sorts of modal operator: possible,
factual, and necessary, but each sentence in the language contains only
one of them. He described formal rules of inference for this language,
and tested whether they could explain the relative difficulty of different
inferences. As Osherson (1975) intended, the rules are incomplete, i.e.,
certain inferences valid in all normal modal logics cannot be proved in
his system, including inferences of the following sort, which are im-
plausible in daily life:

6. It’s not the case that if it’s raining then we’ll get wet.
Therefore, it’s raining and we won’t get wet.

He therefore introduced the concept of psychological completeness, which
holds provided that a theory captures those valid inferences that un-
trained individuals make in ideal circumstances. As both he and Rips
(1994, p. 124) argued, this sort of completeness can be settled only by
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observation and experiment. We go no further into details, because as
Osherson (1976, p. 232) remarks, his results were not altogether suc-
cessful. Participants did not accept all the valid inferences in a robust
way.

In fact, previous studies of modality lack three essentials for a
psychological theory. First, they have no plausible account of the
meanings of modal assertions. They rely at best on a ‘possible worlds’
semantics (see Appendix A). On this account, an assertion such as:

7. It is possible that Trump is re-elected

is true if there is a relevant possible world in which he is re-elected. In
each such possible world, any assertion about the real world is either
true or false, and so as Partee (1979) remarked possible worlds are far
too big to fit inside anyone’s head. Second, current theories have no
account of how the mind represents modal assertions. The model theory
seems a plausible beginning (Bell & Johnson-Laird, 1998; Bucciarelli &
Johnson-Laird, 2005; Goldvarg & Johnson-Laird, 2000), but, without
the foundation of a proper semantics, it is suspended in mid-air. Third,
current theories have no algorithm for the mental processes of modal
reasoning. A countable infinity of modal logics exists (see Appendix A),
but none allows the inferences in our three opening examples (1 to 3).
These inferences also cannot be made in theories based on logic (e.g.,
Rips, 1994) or on probability (e.g., Oaksford & Chater, 2007).

3. What modals mean
3.1. Three interpretations of modals

Our first task is to distinguish among the different interpretations of
modals in daily life, which have repercussions for reasoning. There are
at least three main interpretations, which occur in this example in the
order alethic, deontic, and epistemic:

8. It follows of necessity that she is permitted to resign if it’s possible
she wants to.

In this section, we show that these three interpretations are distinct,
and we establish linguistic cues to them (cf. Kratzer, 2012). These
components may vary from one language to another. Sentences in
English and other Indo-European languages distinguish between pos-
sible and necessary, but not between deontic and other interpretations.
An indigenous Salish language of British Columbia, St’at’imcets, is the
other way round: it makes no distinction between possibility and ne-
cessity, but does distinguish between deontic and epistemic inter-
pretations (Rullmann, Matthewson, & Davis, 2008).

3.1.1. Alethic interpretations

Alethic interpretations are always dyadic, i.e., they concern two sets
of possibilities and the relation between them. In daily life, the possi-
bilities concern inferences, causal antecedents and effects, and semantic
analyses (e.g., Quelhas, Rasga, & Johnson-Laird, 2017). The two sets
are usually epistemic or deontic, e.g.:

9. All the artists are beekeepers. So, necessarily, some of the bee-
keepers are artists.

But, the two sets of possibilities can themselves be alethic. For instance,
the following asserts an alethic relation between two alethic relations:

10. A implies B and so not-B implies not-A.

Here and henceforth capital letters denote simple assertions or com-
pounds containing conjunctions (based on ‘and’), disjunctions (based on
‘or’) or conditionals (based on ‘if ... then ...”). Modal auxiliaries can also
assert alethic relations, e.g.:
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11. All of the artists are beekeepers. So, all of the beekeepers may be
artists.

If the premises imply the necessity of a conclusion, then the in-
ference yielding the conclusion is valid. If a conclusion, C, follows only
as a possibility, then the inference yielding possibly C is valid. Hence, a
strong cue to an alethic interpretation is the occurrence of a sentential
adverbial, such as ‘necessarily’, expressing the modality of a conclusion
(as in 9). A necessary relation is that A implies C, which also has a
conditional description, If A then C. Such a conditional refers to three
possibilities:

A C
—A C
—A -C

where ‘=’ denotes the negation of a clause. The relation in these pos-
sibilities can be stated in other alethic ways:

12. A makes C necessary.

The assertion:

13. A makes C impossible

is equivalent to A makes not-C necessary. And, the relation:
14. A makes C possible

can refer to all four possibilities, but is usually taken to mean that
without A, C does not occur, and so to refer to three possibilities:

A C
A -C
—A -C

We take up later the obvious relation between the assertions (12) to
(14) and different sorts of causal claim (see 4.2.1.) As in all normal
modal logics (see Appendix A), alethic necessity and possibility are
interdefinable, though the negations may make the equivalence hard to
grasp: if a conclusion is necessary then it is not possibly not the case,
and if it is possible then it is not necessarily not the case.

Are alethic assertions on a scale? John Maynard Keynes (1921)
thought so, and sought a probabilistic degree of implication, which
presaged probabilistic logic (e.g., Adams, 1998). When individuals es-
timate the conditional probability that one assertion, C, holds given
that another, A, holds, they can in principle estimate the proportion of
cases of A in which C holds (Johnson-Laird, Legrenzi, Girotto, Legrenzi,
& Caverni, 1999; Khemlani, Lotstein, & Johnson-Laird, 2012, 2015).
They deduce a conditional probability. Likewise, they can deduce the
conditional probability of a conclusion given that the premises hold. So,
as Keynes argued, a probabilistic inferential relation does exist, which
can be numerical or non-numerical:

15. From it’s raining &/or cold, it follows with a high probability (of 2/
3) that it is raining.

In sum, the knowledge relevant to alethic interpretations in daily life
concerns the relations between two sets of possibilities, one for ante-
cedents and one for consequences. Counterexamples, of course, reduce
the probability and refute the necessity of conclusions.

3.1.2. Deontic interpretations

Deontic interpretations concern what is permissible, what is ob-
ligatory, and their negations. Their crucial characteristic is that
speakers can create them. Utterances can bring into existence permis-
sions, obligations, or prohibitions. These ‘performative utterances’ do
something rather than just assert something (Austin, 1975, see, e.g.,
Lecture V). For instance, a policeman gives you permission by saying:
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16. It is possible for you to leave now.

Utterances can be speech acts, because deontic states are based on so-
cial conventions — moral codes, customs, laws, rules, regulations — that
enable agents to create deontic states. But, deontic utterances can also
be mere descriptions, e.g., ‘it was permissible for you to leave’.

A cue to a deontic interpretation is that ‘permissible’ can replace
‘possible,” and ‘obligatory’ can replace ‘necessary,” without changing
the meaning of assertions. They then tend to use infinitival-comple-
ments or modal auxiliaries:

17. It is permissible for you to leave: You can leave.
It is obligatory for you to leave: You must leave.

Although deontic assertions can use that-complements, their usage is
less felicitous, e.g.:

18. It is permissible that you leave: You may leave.

Perhaps the reason for the infelicity is that that-clauses refer to pro-
positions, but permissions apply, not to propositions, but to agents.
Google ngram viewer corroborates the difference. For is permitted to, it
shows a curve in usage from the years 1800 to 2000 with peaks well
above zero. For is permitted that, it shows a flat curve barely above zero.
Indeed, the first sentence in (18) cannot be used to give permission in a
speech act. The first assertions in both examples in (17) contain an
infinitival complement, ‘for you to leave’, in which the verb has no
tense, and so the clause does not refer to a proposition. A proposition
can be true or false, and so you can say:

19. It is true that you are permitted to leave.
but it is not acceptable for you to say:
20. It is true for you to leave.

Lacking a tense, infinitivals are missing information that would turn
them into propositions. They are propositional functions, which given
certain additional information yield propositions. One way to turn them
into propositions is to stipulate their deontic status (as in 16). They are
then propositions because they can be true or false:

21. It is true that it is possible for you to leave.
A corollary is that the possibility of a proposition implies the pos-
sibility of its propositional function:

22. It is possible that Queen will abdicate.
So, it is possible for the Queen to abdicate.

But, the converse inference does not follow of necessity: it may be
possible for her to abdicate, but impossible that she does (out of a sense
of duty).

Deontic interpretations rest on knowledge. For example, a tennis
umpire’s call of ‘let’ after a serve obligates the player to serve again.
Like alethic modals, deontic possibility and necessity are interdefinable
using negation. But, unlike alethic modals, deontic interpretations are
‘all or none’, because one cannot give a graded permission, such as:

23. It is almost permissible for you to leave.

This assertion is not a speech act giving a graded permission, but rather
a description of a situation in which the listener has almost fulfilled the
conditions needed for permission to leave.

A final cue to deontic modals concerns counterexamples. A coun-
terexample to an obligation violates it, but has no bearing on the truth
of the obligation (Wertheimer, 1972). So, a failure to keep the tenth
Commandment does not thereby refute it.
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3.1.3. Epistemic interpretations

Epistemic interpretations reflect the use of knowledge to assess the
credibility of propositions, and so they are similar, if not identical, to
subjective probabilities. As we showed above, that-clauses refer to
propositions, but infinitivals refer to a broader notion of a propositional
function. The difference parallels a difference in the usage of modal
auxiliaries in epistemic assertions:

24. It is possible that the tsunami will flood us: the tsunami may flood
us.

and:
25. It is possible for the tsunami to flood us: the tsunami can flood us.

The inferential relation between that-clauses and infinitivals, which we
established for deontic interpretations, holds for epistemic interpreta-
tions too. But, the critical inference is from the negation of the possi-
bility of a propositional function to the negation of the corresponding
proposition:

26. It is not possible for the tsunami to flood us.
So, it is not possible that the tsunami will flood us.

This conclusion, in turn, implies:
27. The tsunami will not flood us.
Assertions of necessity, such as:

28. It is necessary for Trump to be indicted.
It is necessary that Trump is indicted.

Table 1
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terms in the two preceding scales bear out their scalar interpretation
(e.g., Juanich, Teigen, & Gourdon, 2013; Mosteller & Youtz, 1990).
Lassiter (2017) has argued that a single ratio scale exists combining
both epistemic possibilities and probabilities. In any case, it is simple to
translate from one scale to the other, and to make inferences of the sort
exemplified in our opening example (2):

32. The probability of snow today is 90%.
Therefore, it is very possible that it will snow today.

In some modal logics, any string of modal operators can be reduced to
the final one in the string (see Appendix A). Everyday modality, how-
ever, is different. In the case of epistemic claims, such as:

33. Perhaps, it’s possible that Biden may win the nomination

the three modals - ‘perhaps,” ‘possible,” and ‘may’ — suggest tentative-
ness about the proposition.

They appear to move it towards the less probable end of the scale.
These modal terms cannot be reduced to a single one.

3.1.4. A summary of interpretations

There are multiple cues to the three main interpretations of modal
assertions. Table 1 summarizes four cues that distinguish each of them.
A decisive cue to a deontic interpretation is the occurrence of speech act
creating a deontic state, e.g.: ‘It is permissible for you to leave’. For
many assertions, more than one interpretation is feasible even in con-
text. For example, a fire chief who tells the residents of a building after
an emergency:

Three sorts of interpretation of modal assertions (alethic, deontic, and epistemic), with examples of each, and four cues that distinguish them, where ‘yes’ indicates
that the cue holds and ‘no’ indicates that it does not hold. The scale for alethic modals is from impossible to necessary, whereas the scale for epistemic modals is from

impossible to certain.

Sorts of modal Alethic

Deontic Epistemic

Examples

Cue 1: Speech acts can create possibilities No
Cue 2: Interdefinability of possible and necessary Yes
Cue 3: Must be dyadic Yes
Cue 4: Scalar, and an end point refutable by a counterexample Yes

It follows as a possibility that you left.

It’s possible for you to leave. It’s possible that you left.

Yes No
Yes No
No No
No Yes

do not imply that he will be indicted. They state a necessary condition
for some other state of affairs, such as the good of the country, and so it
therefore makes sense to assert:

29. It is necessary for Trump to be indicted but not possible that he will
be.

What is striking about epistemic possibilities is their kinship with
subjective probabilities (see Appendix B). Epistemic ‘possible’ has an
interpretation exemplified in the following scale with a lower and an
upper bound in which ‘certain’ occurs rather than ‘necessary’ as the
upper bound:

30. Impossible — almost impossible — possible — very possible — almost
certain— certain

It is akin to the scale of non-numerical probabilities (von Mises, 1928,
p. 62):

31. Impossible - very unlikely — unlikely — as likely as not — likely —
very likely — certain

Actual numerical estimates of the probabilities corresponding to the

34. You may go back into the building now

could be granting permission or describing an epistemic possibility, or
both. Such indeterminacies should occur given that modals share an
underlying meaning.

3.2. The underlying meaning of possibility

A crux is whether a modal term such as possible has different
meanings as bank has in ‘He put money in the bank’ and ‘He sat on the
river’s bank’, or different interpretations of a single underlying
meaning, as run has in ‘He went for a run’ and ‘He hit a run’ (Johnson-
Laird, 1978; Kratzer, 1977). In the model theory, modulation by relevant
knowledge yields different interpretations of a single underlying se-
mantics (Johnson-Laird & Byrne, 2002). Its mechanism conjoins models
of premises with fully explicit models representing knowledge (see
Khemlani, Byrne, & Johnson-Laird, 2018; and Appendix C below). In-
determinate interpretations occur when different bodies of knowledge
modulate the same assertion. That is why it can be difficult to decide
which interpretations of a modal assertion are appropriate.

The model theory postulates that the ability to consider alternatives
underlies modality. Human beings and some other species can
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Clinton wins
O Sanders wins

O’Malley wins

Fig. 1. The three alternative outcomes for the Iowa caucuses on February 1st
2016.

O Fact: Clinton wins

4 Counterfactual possibility: Sanders wins

4 Counterfactual possibility: O’Malley wins
Inaccessible impossibility: Elizabeth Warren wins

Fig. 2. The status of the prior alternatives after the outcome of the Iowa
Democratic caucuses on February 1st 2016. The circle denotes a fact, and the
black triangles denote counterfactual possibilities.

categorize almost any situation into a small finite number of exhaustive
and mutually exclusive alternatives, and the ability is evident in early
childhood (Redshaw et al., 2019). The Iowa Democratic caucuses on
February 1st 2016 could have occurred in many different ways de-
pending on what each delegate said to others, how the delegates di-
vided up at first, the results of further interchanges of views, and so on
and on. An infinite number of possibilities could have occurred. Yet,
there are only three alternative outcomes, and Fig. 1 shows them. Of
course, you may envisage other remote outcomes — the caucus is never
completed as a result of an act of God. But, for most purposes, your
concern is with the three outcomes. This ability to categorize into finite
alternatives underlies the semantics of possibilities and probabilities:

35. A possibility in daily life is a subset of finite mutually exclusive and
exhaustive alternatives, where each alternative is a category sti-
pulating what is common to an indefinite number of different
realizations.

For example, one subset of the alternatives in Fig. 1 contains two of its
members:

36. Possibly, Clinton or Sanders will win the caucus.

An outcome that is an alethic necessity refers to the complete set of
alternatives:

37. Necessarily, Clinton, Sanders, or O’Malley, will win the caucus.

Given the actual results of the caucus, the status of the possibilities
changes. Only one individual can win, so one of the three alternatives
becomes a fact, and the other two become counterfactual possibilities,
i.e., outcomes that were once possible but that did not occur (Johnson-
Laird & Byrne, 2002). A corollary is a major principle of the model
theory:

38. Each possibility holds in default of knowledge that rules it out,
converting it into a counterfactual possibility.

There are also cases that are impossible, e.g., Elizabeth Warren could
not have won the Iowa caucuses of 2016, because she was not a can-
didate. Fig. 2 shows the change to the possibilities given the outcome of
the caucuses. Speakers can refer to the counterfactual cases using a
counterfactual conditional (see Byrne, 2005; Byrne, Goodwin, Johnson-
Laird, Khemlani, Quelhas, & Ragni, 2019), as in:

39. If Sanders had won in Iowa then he might have won the nomina-
tion.

Normal modal logics do not distinguish between counterfactual
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possibilities and real possibilities. Hence, as Karttunen (1972) pointed
out, there are discrepancies between logical but infelicitous descrip-
tions, such as:

40. Sanders lost, but he may not have.
and counterfactual and felicitous descriptions:
41. Sanders lost, but he might not have.

The translation of this last assertion into a normal modal logic is
equivalent to asserting that Sanders lost but it is possible that he didn’t
lose, which is false in the logic. Yet, assertion (41) is not false, and so
such examples diverge from normal modal logics.

The finite semantics underlies the different interpretations of
modals, which result from modulation. Knowledge of relations between
sets of possibilities underlies an alethic interpretation. It concerns the
possibilities to which an antecedent refers and another set to which a
consequence refers. We detail these relations in outlining the theory of
modal reasoning (in Section 5.1). For deontic interpretations, modula-
tion implies that alternatives refer to what is permissible, and that ac-
tions that violate an obligation do not refute it. It also implies, unlike an
alethic interpretation, that necessity does not imply actuality, because
people do not always carry out their obligations. Knowledge that es-
tablishes the credibility of a proposition yields an epistemic inter-
pretation. For a true assertion, it is possible that A, A holds in a subset of
the alternative outcomes in the relevant situation.

A major principle of the model theory is:

42. An assertion of any of the three sorts of possibility presupposes the
possibility of its negation, where a presupposition has to be true for
a sentence to assert a proposition, i.e., to be true or false, e.g., ‘He
stopped smoking’ presupposes that he smoked.

So, an alethic assertion:

43. It follows as a possibility that you left

presupposes that it also follows that as a possibility you did not leave. A
deontic assertion, such as:

44. 1t is possible for you to leave

presupposes that it is possible for you not to leave. And an epistemic
assertion:

45. It is possible that you left

presupposes that it is possible that you did not leave.

3.3. Sentential connectives depend on modals
Sentential connectives such as if and or form compound assertions,

and a fundamental assumption of the model theory (Khemlani et al.,

2018) is:

46. Compound assertions, such as conditionals and disjunctions, refer
to an exhaustive conjunction of possibilities that hold in default of
knowledge to the contrary.

For instance, an inclusive disjunction:

47. A or B, or both.

refers to these exhaustive possibilities:



P.N. Johnson-Laird and M. Ragni

48. Possible (A and not B) and possible (not A and B) and possible (A
and B).

They exhaust the possibilities to which the disjunction refers, and so
they imply what is impossible given the truth of the disjunction:

49. Not possible (not A and not B).

When the facts eliminate all of a compound’s default possibilities, it is
false. A conjunction of the sort, A and B, is also a compound assertion,
but it refers to only one case, and so it makes a factual claim rather than
one about a possibility.

A tempting misinterpretation of the model theory is that its mean-
ings for connectives are equivalent to truth tables (described in
Appendix A). But, cases in a truth table are mutually exclusive, e.g., a
case of A and not-B cannot be conjoined with a case of A and B without
contradiction. In contrast, the corresponding possibilities are consistent
with one another, as they are in (48). The model theory therefore im-
plies:

Prediction 1. Naive individuals should interpret compound asser-
tions, such as disjunctions and conditionals, as referring to con-
junctions of default possibilities, even if these compounds make no
explicit references to possibilities.

Given an inclusive disjunction, such as:
50. The flaw is in the software or it is in the cable, or both of them.

individuals in an experiment accepted each of the following epistemic
possibilities as conclusions on separate trials (Hinterecker, Knauff, &
Johnson-Laird, 2016):

51. It is possible that the flaw is in the software.
It is possible that the flaw is in the cable.
It is possible that the flaw is in the software and in the cable.

The computer implementation of the theory provided an accurate fit to
these and other data from the experiment (Khemlani, Hinterecker, &
Johnson-Laird, 2017). A similar inference occurs in our opening ex-
ample (1):

52. Either Trump will be re-elected or he won’t be.
So, it’s possible that he won’t be.

The premise yields a conjunction of two default possibilities:

53. Trump re-elected
—Trump re-elected

where as usual ‘~’ denotes negation. As these models show, the con-
clusion follows at once. For most people, the preceding inferences are
obvious, and some critics have even argued that their validity is obvious
too. Yet, they are invalid in all normal modal logics. Suppose for the
inferences from (50) that it is impossible that the flaw is in the software.
The first of the three possibilities above in (51) would be false. Yet the
disjunction would still be true in modal logics if the flaw is in the cable.
And so the disjunction could be true, but the first conclusion in (51)
false. An obvious way to guarantee its possibility in normal modal lo-
gics is to add the premise:

54. It is not impossible that the fault is in the software.
But, this premise is equivalent to the possibility in the required con-

clusion, and so the inference would be circular. A similar problem oc-
curs with the inference in (52). If it is impossible that Trump won’t be
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re-elected then the premise is true in normal modal logics, but the
conclusion is false. Hence, such logics and mental models differ in a
striking way. Similar phenomena occur with conditionals (e.g., Byrne
et al., 2019; Byrne & Johnson-Laird, 2019; Goodwin & Johnson-Laird,
2018). But, studies have examined only compounds yielding epistemic
possibilities, and so an open question is whether the predicted phe-
nomena occur with deontic and alethic compounds.

4. How modals are represented in the mind
4.1. Mental models and fully explicit models

The model theory postulates that a mental model is a small finite
representation that is iconic, i.e., insofar as possible it has the same
structure as what it represents. So, each of the alternative outcomes of,
say, the Democratic Iowa caucus in Fig. 1 can be represented in a model
of a possibility. The theory postulates that a parser uses a grammar and
a lexicon to compose the meanings of assertions. An intuitive system of
reasoning, system 1, uses these meanings to construct a mental model of
the situation. System 1 cannot use working memory to store the results
of intermediate computations. It yields intuitive conclusions based on a
single mental model at a time. The mental models of an inclusive dis-
junction, such as:

55. Albert is at the party or else Betty is, or both of them are

represent the individuals who may be at the party. Hence, the following
diagram denotes three mental models, on separate lines, which re-
present the conjunction of default possibilities about who is at the

party:

Albert
Betty
Albert Betty

Because each possibility holds in default of knowledge to the contrary
(see 46), only if knowledge overrules the presence of Albert and the
presence of Betty is the disjunction false. Of course, real mental models
represent the world, and our diagrams use words for convenience. But,
as the example illustrates, a long-standing principle of the model theory
(e.g., Johnson-Laird & Savary, 1999) is:

56. The principle of truth: mental models represent only those possi-
bilities in which an assertion is true, and in each of these models
they represent only those clauses in the assertion that are true in
the relevant possibility.

System 2, a deliberative system of reasoning, has access to working
memory, and so it can flesh out mental models into fully explicit
models, using negations to do so, as in these models for disjunction
(55):

Albert - Betty
— Albert Betty
Albert Betty

System 2 can examine alternative models, find counterexamples to
system 1’s conclusions, and draw its own conclusions. These conclu-
sions are correct according to the theory, that is, they are intended to
embody a psychologically complete theory of reasoning from modals
and sentential connectives (see Section 2. for this concept of psycho-
logical completeness).

The idea of two systems for reasoning is due to the late Peter Wason,
and it was implemented first in an algorithm for a theory of the se-
lection of evidence to test hypotheses (Johnson-Laird & Wason, 1970;
see also Ragni, Kola, & Johnson-Laird, 2018, which shows that this
algorithm is more accurate than subsequent accounts of Wason’s se-
lection task). His students developed such ‘dual process’ theories of
reasoning (e.g., Evans, 2008; Johnson-Laird, 1983, Ch. 6), but others
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have also formulated them too (e.g., Kahneman, 2011; Stanovich,
1999).

The principle of truth (56) implies that mental models represent
what is true according to the premises. The result is parsimonious.
However, it has an unexpected consequence: mental models yield
compelling illusory inferences from certain premises (Johnson-Laird &
Savary, 1999; Khemlani & Johnson-Laird, 2017). We illustrate them for
modal reasoning later (in Section 5).

4.2. Mental models of possibilities

Models can represent possibilities of all three sorts - alethic,
deontic, and epistemic. They can also represent different sorts of dis-
course — factual, counterfactual, hypothetical, and fictional, and on
occasion the probabilities of propositions (Johnson-Laird, 1983, p. 60).
The theory therefore assumes that symbols can attach to models to
signify their status, just as negation is represented by a symbol that has
an appropriate semantics (e.g., Johnson-Laird & Byrne, 1991, p. 68-9).
For simplicity, when matters are clear, we forego such symbols.

4.2.1. Alethic possibilities

Alethic possibilities may concern premises and conclusions, con-
cepts and their analyses, and antecedents and effects of causal relations,
such as causes, prevents, and allows. As our studies corroborate, prevents
from happening is equivalent to causes not to happen, and so we focus
here only on causes and allows. The following two assertions:

57. Building the canal will cause the city to flood.
Building the canal will allow the city to flood.

refer to temporally constrained sets of possibilities. The temporal con-
straint is that in daily life the antecedent of a causal relation cannot
occur after its effect. Matters can be different in philosophy and
quantum gravity. Causing refers to a necessary alethic relation between
building the canal and flooding (3.1.1.):

canal flooding
—canal flooding
—canal —flooding

And allowing refers either to all four possibilities between building the
canal and flooding or to a possible relation:

canal flooding
canal —flooding
—canal —flooding

So, causing an event makes it necessary, and allowing an event makes it
possible. This account goes back to Miller and Johnson-Laird (1976,
Section 6.3).

The theory implies that causation is deterministic rather than
probabilistic, which Pearl (2009), a pioneer of Bayesian networks, de-
fends, and which empirical studies corroborate (e.g., Frosch & Johnson-
Laird, 2011). Probabilities enter only because evidence for a causal
relation can be uncertain. The model theory yields:

Prediction 2. Naive individuals should list conjunctions of possi-
bilities that discriminate among assertions of the sort: A causes B, A
prevents B, and A allows B.

Experiments have corroborated this prediction with assertions, such
as:

58. Running the new application will cause the computer to crash.The
assertions occurred with each causal verb on separate trials, and the results
corroborated the predictions (Goldvarg & Johnson-Laird, 2001). Likewise,
when participants had to make mental simulations to infer whether one
event caused or allowed another to occur, they distinguished the two, and
their latencies depended on the number of moves called for in the simu-
lation (Khemlani, Goodwin, & Johnson-Laird, 2015).
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Many theories deny that causing and allowing differ in meaning.
The claim goes back to Mill (1874, p. 236 et seq.), it infected philoso-
phers and jurists — common law does distinguish the two — and then
cognitive scientists. The latter have argued that causal conditions are
rare, inconstant, and relevant to descriptions, whereas allowing con-
ditions are common, constant, and irrelevant to descriptions. Yet, these
claims are refutable, and causing and enabling do refer to different
possibilities (Khemlani, Barbey, & Johnson-Laird, 2014). And, as holds
for any claim about alethic necessity — in causation (Frosch & Johnson-
Laird, 2011) or in deduction (Johnson-Laird & Hasson, 2003) - a single
counterexample suffices to refute a necessary relation.

4.2.2. Deontic possibilities

Deontic possibilities can be represented in mental models. As our
studies corroborated, the prohibition of an action is equivalent to the
obligation not to carry it out, and so we focus here only on obligation
and permission. Assertions, such as:

59. Tax-payers who support charities are obligated to claim a rebate on
their taxes.
Tax-payers who support charities are permitted to claim a rebate on
the their taxes.

Describe a condition for a deontic state. The obligation in (59) has the
following models of deontic possibilities, where t denotes tax-payers
who support charities and ¢ denotes those claiming a rebate on their
taxes:

t c
-t c
-t -c

The permission in (59) has models of either all four deontic possibilities
or the following three:

t c
t -c
-t -c

As a consequence, the model theory yields:

Prediction 3. Naive individuals should list conjunctions of deontic
possibilities that differ for assertions of the sort: A obligates B, A
prohibits B, and A permits B, where A denotes an agent’s action (or
its omission) and B denotes a deontic state.

Experiments corroborated this prediction using everyday sentences,
such as those in (59). The participants tended to list the predicted
possibilities (Bucciarelli & Johnson-Laird, 2005).
4.2.3. Epistemic possibilities

On the assumption of roughly equal possibilities, models of the al-
ternatives in Fig. 1 imply:
60. It is likely that Clinton or Sanders will win.
Participants make such estimates, and labels on models can represent
numerical probabilities (Johnson-Laird et al., 1999). In epistemic con-
ditionals of the sort, If A then B, the if-clause is subordinate to the main
then-clause, and their meaning can be paraphrased as:
61. It is possible that A, and in this case B
where the initial clause presupposes (see 42):

62. It is possible that not-A.

One consequence is that the mental models of a conditional do not
represent the cases in which its if-clause is false, because they are
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possible whether the conditional is true or false. Hence, a conditional
such as:

63. If Donald is in the office then Kellyanne is in the office.

has the following mental models:

Donald in the office Kellyanne in the office

where the ellipsis denotes the presupposed possibility that Donald is not
in the office. These models can be fleshed out in system 2 into fully
explicit models:

Donald in the office
—Donald in the office
—Donald in the office

Kellyanne in the office
—Kellyanne in the office
Kellyanne in the office

We state them in the order in which children tend to acquire them and
adults tend to list them (e.g., Barrouillet, Grosset, & Lecas, 2000). The
last two models above represent the conditional’s presuppositions. Be-
cause the possibilities are exhaustive, there is one impossibility:

Donald in the office
The empirical consequences of this account of conditionals have been
examined in detail elsewhere (see Byrne et al., 2019; Goodwin &
Johnson-Laird, 2018; Khemlani et al., 2018), and so we only sketch
them here. The denial (i.e., negation) of a conditional such as (63)
depends on whether its presuppositions are taken into account. Without
them, its negation is:

—Kellyanne in the office

64. Donald is in the office and Kellyanne is not in the office.
With them, it is:

65. If Donald is in the office then Kellyanne is not in the

office.Experiments have corroborated the occurrence of these two
sorts of denial (Khemlani, Orenes, & Johnson-Laird, 2014). Cases in which
a conditional, if A then B, has a false presupposition (i.e., cases of not-A) do
not provide evidence about whether the conditional is true or false, be-
cause they are possible in either case. Hence, the conditional (63) is true
provided that it is possible that Donald and Kellyanne are in the office and
that it is impossible that Donald is in the office and Kellyanne is not. The
theory therefore reconciles two discrepant sets of findings. On the one
hand, individuals judge that the not-A cases are irrelevant to the ver-
ification of If A then B (e.g., Johnson-Laird & Tagart, 1969). They do so,
because these cases hold whether it is true or false. On the other hand,
they list them as possible for a conditional (e.g., Barrouillet et al., 2000).
They do so, because they are indeed possible. Their irrelevance to the
verification of conditionals also yields the well-known Equation (with a
capital ‘E’) according to which the probability of a conditional, If A then B,
equals the conditional probability of B given A (see, e.g., Adams, 1998).

Epistemic possibilities yield a scale corresponding to degrees of
belief. According to the model theory, it uses the same System 1 me-
chanism that yields non-numerical but ordinal probabilities, such as
‘hardly likely’, and ‘highly probable’, for unique events, e.g.:

66. The probability that Trump will run in the Presidential election of
2020.

The mystery in such estimates is where the numbers come from; an
answer, its computer implementation, and corroboratory evidence, are
described in Khemlani et al. (2012, 2015). In essence, the proportion of
the models of pertinent evidence in which the relevant event occurs
shifts the probability of the event up or down on a non-numerical scale.
System 1 can translate its value into an informal description, such as
‘highly probable’ and system 2 can translate it into a numerical esti-
mate, such as ‘80% likely’. Estimates of the probabilities of, say, A, B,
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and A and B, fix the joint probability distribution, i.e., the probabilities
of each member in the partition: A and B, A and not-B, not-A and B, and
not-A and B. But, the process underlying estimates should tend to be
subadditive, and so, contrary to the probability calculus, the prob-
abilities of the cases in the partition should sum to more than 100%.
Experiments corroborated this prediction (Khemlani, Lotstein et al.,
2015). And, when participants estimate the joint probability of a con-
ditional with each member of its partition, then the sum of these esti-
mates should be grossly subadditive, because a subadditive process
makes four estimates. Indeed, their means in experiments summed to
over 200% (Byrne & Johnson-Laird, 2019; Goodwin & Johnson-Laird,
2018).

When an assertion makes an explicit reference to an epistemic
possibility of a proposition, as in:

67. It is possible that Donald is in the office.

it presupposes the possibility of the negation of the proposition (see 42).
Hence, the mental models of (67) represent a conjunction of two default
possibilities:

Donald in the office

where the ellipsis is an implicit model of the presupposition of the
possibility that Donald is not in the office. Likewise, the mental models
of a possible disjunction, such as:

68. It is possible that Jared or Ivanka is in the office, or both of them
are has the following mental models of who is in the office:

Jared
Ivanka
Jared Ivanka

The ellipsis denotes the presupposition of the possibility that the dis-
junction does not hold, i.e., the possibility that neither Jared nor Ivanka
is in the office. Table 2 illustrates the mental models and the fully

Table 2

The mental models and fully explicit models for representative categorical and
compound assertions and for possibilities of compounds. A true assertion with a
single model represents a fact; otherwise, each set of models for a true assertion
represents an exhaustive conjunction of mutually exclusive possibilities that
hold in default of knowledge to the contrary. The ellipsis, ..., refers to the
presupposition that the relevant proposition does not hold, and the symbol, -,
refers to sentential negation.

Assertions Mental models Fully explicit models
A and B A B A B
A or else B but not both A A -B
B —-A B
AorB A A -B
B —A B
A B A B
If and only if A then B A B A B
. -A -B Presupposition
If A then B A B A B
—-A -B Presupposition
-A B Presupposition
It is possible that A A A
. —A Presupposition
It is not possible that A -A -A
It is possible that A or B A A -B
B —-A B
A B A B
. -A -B Presupposition
It is possible that if A then B A B A B
—A -B Presupposition
—A B Presupposition
A -B Presupposition
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explicit models for various sorts of assertion, including those containing
sentential connectives.

5. What mechanisms use models for modal reasoning

The model theory applies to all sorts of reasoning including induc-
tion, abduction, and deduction (Johnson-Laird, 2006; Khemlani &
Johnson-Laird, 2013). It depends on simulating the world in models of
possibilities, either static or kinematic (Johnson-Laird & Byrne, 1991;
Khemlani, Mackiewicz, Bucciarelli, & Johnson-Laird, 2013). We have
implemented the present theory of deduction in the mSentential pro-
gram at http://mentalmodels.princeton.edu/models/. The program
ensures that the model theory does not take too much for granted, and
it determines the status of any inference from a potential infinity of
them. But, we focus here, not on the program, but on the model theory
itself.

The basic mechanism for reasoning calls for the pairwise conjunc-
tion of the sets of models for each of the premises, and the fundamental
principle is that a conjunction of one model of a possibility with another
proceeds unless an element in one of the models contradicts an element
in the other. For readers who want to know how to construct models,
Appendix C describes the process.

The mechanism for reasoning is much more complex than the listing
of possibilities for an assertion, and so reasoners should tend to rely on
System 1’s mental models. A special case is inferences that have erro-
neous mental models that fully explicit models correct. They should
create compelling fallacies that have the force of cognitive illusions. So,
for all three sorts of modal premises (alethic, deontic, and epistemic),
the theory makes:

Prediction 4. Inferences that call only for mental models should be
easier than those calling for fully explicit models, and those pre-
mises that have erroneous mental models should create illusory
inferences.

The predicted illusions provide a crucial test for the use of mental
models, because no other theory of reasoning predicts them.
Experiments have corroborated that individuals succumb to modal il-
lusions (Goldvarg & Johnson-Laird, 2000; Khemlani & Johnson-Laird,
2009). Perhaps the simplest examples are those in which the task is to
evaluate whether it is possible for two assertions both to be true, as in
the following problem based on exclusive disjunctions:

69. Either the pie is on the table or else the cake is on the table.
Either the pie is on the table or else the cake isn’t on the table.
Could both of these assertions be true at the same time?

A positive answer to the question depends on the two assertions having
a possibility in common. Most participants in an experiment responded
‘Yes’ (Johnson-Laird, Lotstein, & Byrne, 2012). The mental models of
the two premises have in common that the pie is on the table. But, fully
explicit models show that this evaluation is an illusion: the two pre-
mises refer to no possibility in common (see C1 in Appendix C). In-
ferences that have erroneous mental models do create cognitive illu-
sions (Bucciarelli & Johnson-Laird, 2005; Khemlani & Johnson-Laird,
2009). Their occurrence is a sign of inferences based on mental models.

5.1. Alethic inferences

Alethic reasoning occurs in the assessment of consequences in order
to evaluate whether they are necessary, possible, or impossible. Because
of the interdefinability of alethic modalities, their models could re-
present what is necessary rather than what is possible. But, the theory
postulates that models represent possibilities. One consequence is a
predicted interaction. A possibility can hold in a single model of pre-
mises but a necessity has to hold in all of them, whereas the negation of
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a necessity can hold in a single model of the premises but the negation
of a possibility has to hold in all of them. The number of models needed
for an inference predicts its difficulty, and so the theory yields the in-
teraction:

Prediction 5. Given premises that yield multiple models, in-
dividuals should be faster and more accurate to infer a possibility
than a necessity, but the opposite should occur for their denials.

A test of this interaction used one-on-one games of basketball in which
only two can play (Bell & Johnson-Laird, 1998). There are four putative
players, A, B, C, D, and each player ‘is in’ a game or ‘is out’ of it. A
typical problem is:

70. If A is in then B is in.
If C is in then D is out
Can B be in?

Given that two must play, mental models of the possible games to
which the premises refer are:

A B
B C
B D

The initial mental model answers the question, and so, as the interac-
tion predicts, the participants were faster and more accurate in an-
swering ‘Yes’, than when the question was:

71. Must B be in?

Its right answer for the right reason depends on all three models above.
For inferences in which the correct answer is ‘No,’ the experiment used
a dual of the previous problem, interchanging ‘in’ and ‘out’. And, as the
interaction predicts, the participants were faster and more accurate in
responding ‘No’ to ‘Must B be in? than to ‘Can B be in?’. The study,
which examined various sorts of problem including those based on
disjunctions, corroborated the interaction. So, it follows that models do
represent possibilities even in a domain in which they could instead
represent necessities.

The alethic assessment of inferences illustrates the role of relations
between conjunctions of default possibilities — those for the premises
and those for the conclusion. The premises and conclusion may have no
semantic relation to one another, e.g.:

72. It is snowing or it is freezing.
Therefore, the number is prime.

The two sets of possibilities are disjoint, and so the conclusion is con-
sistent with the premise, but it would be misleading to assert that it
follows as a possibility from the premise. In contrast, given that the
premises and conclusion have a semantic relation and that they both
yield models of possibilities, the alethic assessment of the conclusion is
simple. It depends on the conjunction of the models for the premises
and the models for the conclusion. If this conjunction of the two sets
yields the same models as those for the conclusion, then the conclusion
is true for all the cases to which the premises refer, and it follows as
necessary, e.g.:

73. It’s cold and either it’s snowing or else it’s raining.
Therefore, necessarily, either it’s snowing or else it’s raining.

Because the conclusion is necessary, the truth of the premises guaran-
tees the truth of ‘either it’s snowing or else it’s raining’ — it’s a valid
inference. Otherwise, provided that the conjunction does not yield the
null model representing a self-contradiction (see Appendix C), the
conclusion is true in at least one case to which the premises refer, and
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so it follows as a possibility, e.g.:

74. It’s hot.
Therefore, possibly, it’s hot or cloudy, or both.

A corollary is that the truth of the premises guarantees the truth of
the conclusion: ‘it is possible that it’s hot or cloudy, or both’ - it’s a valid
inference. If the conjunction does yield the null model, then the con-
clusion isn’t true for any case to which the premises refer, and so given
the premises, it follows as impossible. A consequence of these principles
is:

Prediction 6. Individuals have the competence to draw conclusions
that are necessary, possible, or impossible.

The preceding study of inferences about basketball games showed that
they drew all of these different sorts of modal conclusion (see also
Evans, Handley, Harper, & Johnson-Laird, 1999).

5.2. Deontic inferences
Consider this problem:

75. Having children obligates you to take care of them.
T.)
To take care of children prohibits you from leaving them. (T pro-
hibits L.)
What follows?

(C obligates

The mental models of the deontic possibilities are, in abbreviation:

children taking care —leaving

It follows that:

76. Having children prohibits you from leaving them.
L)

(C prohibits

A contrasting problem is one of the sort:

77. Having children permits you to take care of them.
Taking care of children prohibits you from leaving them.
What follows?

The mental models of these premises have only one model of all three
elements:

children taking care
So, individuals should tend to infer the same conclusion as before (76).
But, as fully explicit models show, having children can occur without
your taking care of them, e.g., you employ a baby-sitter, and in this case
you can leave them. So, according to the premises, having children
doesn’t prohibit you from leaving them. But, reasoners should tend to
base their inferences on mental models of the premises rather than on
fully explicit models. An experiment contrasting inferences of the two
sorts corroborated the prediction (Bucciarelli & Johnson-Laird, 2005).
For example, 95% of participants formulated the valid conclusion for
the inference (75), whereas only 25% did so for inference (77) — the
majority inferred the prohibitory conclusion in (76) or the common
response to multiple-model problems that nothing follows.

—leaving

5.3. Epistemic inferences

In daily life, inferences from premises referring to epistemic possi-
bilities are ubiquitous. Compound assertions such as conditionals and
disjunctions about can imply such conclusions. Because the theory is

10
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based on conjunctions of default possibilities, it yields:

Prediction 7. Reasoners should reject epistemic inferences as
guaranteeing the truth of their conclusions if the possibilities to
which the premises refer support some but not all the possibilities to
which the conclusion refers: the conclusion is only possible.

Studies have shown, for instance, that participants reject inferences
from a categorical assertion to a disjunctive conclusion (Orenes &
Johnson-Laird, 2012), as in:

78. It’s freezing.
So, it’s freezing or it’s snowing, or both.

The premise refers to only one of the possibilities to which the con-
clusion refers, and so the conclusion is only possible. Likewise, this
study also showed that reasoners reject the well-known ‘paradoxes’ of
material implication, such as: C; therefore, If A then C. The premise does
not refer, for instance, to the possibility of A and C to which the con-
clusion refers.

Another test is that inferences from an exclusive disjunction to an
inclusive disjunction, as in:

79. It’s freezing or it’s snowing, but not both.
Therefore, it’s freezing or it’s snowing, or both.

should also be rejected as guaranteeing the truth of the conclusion.
They are rejected, and the mismatch between ‘but not both’ and ‘or
both’ cannot explain the results (see Hinterecker et al., 2016). The
premise does not imply one of the possibilities to which the conclusion
refers — it’s freezing and snowing. Yet, inferences (78) and (79) are valid
in sentential logic and in probabilistic logic too (Adams, 1998).

So far, the theory has made predictions that prior studies have
corroborated. We now turn to three predictions that the theory makes,
and that inspired new studies to test them (Ragni & Johnson-Laird,
2019).

The model theory postulates that an assertion of the sort it is possible
that A presupposes that it is possible that not-A (see 42). So, the theory
yields the consequence:

Prediction 8. Reasoners should accept the inference: Possibly A;
therefore, possibly not-A, where A is simple or compound, because
the premise presupposes the conclusion. They should likewise ac-
cept the converse inference.

An experiment showed that individuals tended to accept such in-
ferences, e.g.:

80. It is possible that it will rain.
Therefore, it’s possible that it won’t rain.

and the converse inference (Ragni & Johnson-Laird, 2018). A revealing
example, which we owe to a reviewer, is:

81. It is possible that Trump will not run the next NYC marathon in less
than 2s.
So, it is possible that Trump will run the next NYC marathon in less
than 2s.

The inference fails, because its premise presupposes its conclusion, but
the latter is false. Assertions whose presuppositions are false cannot be
true, and so the premise is undercut by the falsity of its own pre-
supposition — the price for a bizarre weak claim.

Mental models are parsimonious: they do not represent what is
false. Parsimony likewise yields this principle:



P.N. Johnson-Laird and M. Ragni

82. Mental models represent as few distinct possibilities as is feasible,
and so separate possibilities are condensed into one unless they are
inconsistent.

Suppose, as in our opening example (3), you learn that that Pat may be
married, and then you learn that Viv may not be. Parsimony predicts
that you think of a single possibility with its presupposition of falsity:

Pat married —Viv married

As a consequence, you accept the conclusion:
83. Maybe Pat is married and Viv isn’t.

The inference is invalid in any normal modal logic, because one
possibility could be inconsistent with the other. Hence, the theory
yields:

Prediction 9. System 1 should condense possibilities into a single
default possibility unless they are inconsistent, and so individuals
should accept the corresponding inferences.

Knowledge can modulate the interpretation of assertions (see 3.2.). It
blocks the conjunction of two possibilities into one if they are incon-
sistent with one another, e.g.:

84. Pat may be married and Pat may be single
cannot be condensed into:
85. Maybe Pat is married and single.

Experiments have confirmed that reasoners condense consistent possi-
bilities into one but not inconsistent ones (Ragni & Johnson-Laird,
2019).

Because epistemic necessities refer to necessary conditions for other
states of affairs, the theory yields:

Prediction 10. A single assertion of an epistemic possibility in
premises should elicit a conclusion about a possibility, whereas a
single assertion of a necessity states a necessary condition for an-
other state of affairs, and so it should not tend to elicit a conclusion
about a necessity.

For example, in the following sort of inference:

86. It is possible that Alex is in Erie.
If Alex is in Erie than Eddy is in Fremont.
What, if anything, follows?

the predicted conclusion is:
87. It is possible that Eddy is in Fremont.

This conclusion is invalid in all normal modal logics. In contrast, the
inference:

88. It is necessary that Alex is in Erie.
If Alex is in Erie than Eddy is in Fremont.
What, if anything, follows?

should not elicit the conclusion that it is necessary that Eddy is in
Fremont, because the first premise states a necessary condition for some
other state of affairs. The results of two experiments, one in which the
participants drew their own conclusions and the other in which they
evaluated given conclusions, corroborated these predictions (Ragni &
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Johnson-Laird, 2019).
5.4. A synopsis of predictions

We have now completed the account of the model theory. We have
boiled it down to ten predictions about the modal interpretations of
assertions, and about inferences from them. Table 3 summarizes these
predictions and cites examples of studies that support them.

6. General discussion

Ask a psychologist how people reason, and the answer you tend to
get is that they use logical rules (e.g., Piaget, 1957; Rips, 1994). So, they
should use modal logics to reason about possibilities. But, in contrast to
all normal modal logics, people are happy to infer that nothing follows
from certain premises, to withdraw conclusions that evidence contra-
dicts, not to infer anything from a contradiction, and to deal with
possibilities of different sorts within a single assertion (e.g., 8). But, if
people do not rely on normal modal logics, then how do they reason?

The answer seems to be that they rely on models of possibilities.
Earlier research (see Section 2) had shown that “possible worlds” were
too vast to make a plausible psychological semantics for possibilities,
and that no other feasible account existed. The present article therefore
argued (in Section 3) for a finitary semantics founded on the ability to
categorize any situation into a small number of exhaustive alternatives
— each of which could be realized in an infinite number of different
ways. Any subset of the finite alternatives is a possibility. This seman-
tics underlies the three main modalities of everyday life: alethic,
deontic and epistemic. Alethic knowledge concerns relations between
two sets of possibilities, and includes necessary and possible inferences,
and causal relations. Deontic knowledge concerns social relations
governing obligations and permissions, which speech acts themselves
can create. And knowledge of the world governs epistemic interpreta-
tions varying on a scale of degrees of belief from impossible to certain
(akin to subjective probabilities). The theory postulates (in Section 4)
that possibilities are represented in models, which are iconic re-
presentations of what is common to their infinite realizations. Mental
models represent what is true for an intuitive System 1, which considers
them one at a time. In simple tasks, they can be fleshed out into the
fully explicit models of a more powerful deliberative System 2. As
evidence bears out, models represent possibilities rather than neces-
sities, and they distinguish among alethic causes, prevents, and allows,
deontic obligates, prohibits, permits; and the epistemic scale of degrees of
belief from impossible to certain. Evidence also shows that compound
assertions, such as conditionals and disjunctions, do not have the truth-
functional meanings of logic in which their truth or falsity depends only
on the truth or falsity of the clauses they connect (see Appendix A).
Instead, they refer to conjunctions of possibilities that hold in default of
knowledge to the contrary.

Modal reasoning depends on conjoining the models of premises
(Section 5). We described a procedure in Appendix C to enable readers
to construct their own mental models and fully explicit models. Mental
models yield systematic fallacies for all three sorts of modality, which
are compelling enough to be cognitive illusions. In principle, fully ex-
plicit models can correct such errors, but inferences can impose too
great a load on working memory for reasoners to use these models.

The possibility of a proposition presupposes the possibility of the
proposition’s negation. So, in corroboration of the theory’s new pre-
dictions, people infer from the epistemic possibility that it will rain, the
possibility that it won’t, and vice versa. Likewise, they tend to condense
consistent epistemic possibilities into one. The three opening examples
(1-3) in this article are all valid in the model theory, but not in any
normal modal logic. Indeed, as we have illustrated, reasoners make
certain inferences that are invalid in all such logics, and fail to make
other inferences that are valid in all of them. Instead, they follow the
model theory. No other viable psychological theory of modal reasoning
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Table 3
The model theory’s ten principal predictions about the interpretations of modals and reasoning from them, with citations to examples of their experimental cor-
roborations.

Prediction Corroboratory study

The interpretations of modals

1. Compounds such as disjunctions and conditionals imply conjunctions of default possibilities.
2. Sets of alethic possibilities discriminate the meanings of causes, prevents, and allows.
3. Sets of deontic possibilities discriminate the meanings of obligates, prohibits, and permits.

Reasoning with modals

. Inferences from mental models of any sort of modal are easier than from fully explicit models, and illusions occur.
. Alethic inferences of possibility are easier than those of necessity, but their denials switch in ease.

. Alethic inferences are necessary, possible, or impossible.

. Epistemic possibly A presupposes possibly not-A.
. Inferences condense epistemic possibilities into one unless they are inconsistent.

4
5
6.
7. Epistemic conclusions are not guaranteed to be true if premises fail to refer to all the conclusion’s possibilities.
8
9
1

Hinterecker et al. (2016).
Khemlani et al. (2014).
Bucciarelli and Johnson-Laird (2005).

Khemlani and Johnson-Laird (2009).
Bell and Johnson-Laird (1998).
Evans et al. (1999).

Orenes and Johnson-Laird (2012).
Ragni and Johnson-Laird (2019).

0. Epistemic premises about a possibility should yield inferences of possibilities, whereas premises about epistemic necessity should not

yield inferences of necessities.

appears to exist at present. There are, however, three potential rival
accounts.

First, theorists could try to defend modal logic by adding pragmatic
assumptions of the sort proposed in Grice (1989). The model theory
predicts the following sort of inference, which people make (see 50-51)
even though it is invalid in all normal modal logics:

89. The flaw is in the software or it is in the cable, or both.
So, it is possible that the flaw is in the software.

Instead of treating these default possibilities as part of the meaning of
disjunctions, this approach would posit that they are ‘conversational
implicatures’ (Grice, 1989). Which are not valid inferences, because
speakers can cancel them without contradiction. But, suppose a speaker
cancels both of the possibilities to which the disjunction in (89) refers:

90. The flaw is in the software or it is in the cable, or both, and in fact
the flaw is not in the software and not in the cable.

The assertion is now self-contradictory. Indeed, the model theory im-
plies that to deny both possibilities is to deny the disjunction. An ap-
proach based on conversational implicatures does not seem to be viable,
and in any case it fails to explain several other predictions (see Table 3).

A second potential account is the ‘new paradigm’ in which the
probability calculus is supposed to replace logic in theories of reasoning
(see, e.g., Evans, 2012; Fugard, Pfeifer, Mayerhofer, & Kleiter, 2011;
Oaksford & Chater, 2007; Over, 2009). Its proponents criticized the
model theory on logical grounds (Baratgin et al., 2015; Cruz, Over, &
Oaksford, 2017), but defenders of the model theory have replied that it
should be judged on its own terms (e.g., Hinterecker, Knauff, &
Johnson-Laird, 2018), and that unlike probabilistic theories it explains
reasoning about possibilities. At the heart of the probabilistic approach
is the Equation in which the probability of a conditional, if A then B,
equals the conditional probability of B given A (Adams, 1998). This
equation is also a consequence of the model theory’s possibilities for
conditionals (see 4.2.3.). The assessment of probabilistic theories is
difficult because they have no algorithmic account of mental processes.
Yet, they do face critical problems. One is that people do not know how
to calculate probabilities, and so their subadditive estimates can be
gross, yielding probabilities that sum to much more than 100% (see
4.2.3.). Probabilistic theories need to accept this limitation rather than
to claim that people make numerical estimates consistent with the
probability calculus. Likewise, these theories accept the concept of
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probabilistic validity in which no uniform assignment of probabilities
yields a lower probability for the conclusion than for the premises
(Adams, 1998). However, people reject certain inferences that are
probabilistically valid, e.g., those of the sort, A; therefore, A or B or both
(see Section 5.3). They also accept certain inferences that are not
probabilistically valid (e.g., 50-1). The standard probability calculus
cannot assign a probability to an assertion about possibility, and so
theorists introduce special assumptions to do so (see Appendix B). Even
so, reasoners’ own judgments of probabilities show that they infer
conclusions about possibilities that are less probable than their pre-
mises (Hinterecker et al., 2016). And probabilistic theories cannot
distinguish between certainty and necessity, because both have a
probability of 100%. So, an assertion such as:

91. It is possible for Hillary to run again but impossible that she will has
no probabilistic paraphrase. And a speech act creating an obligation
- a deontic necessity, such as:

You must leave now cannot be formulated in a sentence only about
a probability. The obligation means that you must leave, not that
your probability of doing so is 100%. Indeed, you may violate your
obligation and fail to leave.

92.

Could a theory of reasoning nonetheless treat obligations as im-
plicitly probable, or as a subset of the broader concept of ‘normality’
(Bear & Knobe, 2017)? The problem with such suggestions, which we
owe to a reviewer, is that implicit probabilities would imply that
deontic states are scalar, but they are not. You either have permission to
leave or you don’t. If an event is normal then it is possible, but the
converse claim is false. So, you can create an obligation in an explicit
denial of normality, e.g.:

93. I know it’s not normal, but I hereby forbid you from leaving the
party.

It is not a self-contradiction, but it would be if normality included all
obligations.

A third potential alternative is due Phillips and Knobe (2018). They
argue that certain phenomena are common to thoughts about possibi-
lities, freedom to act, the selection of a cause from relevant factors, and
counterfactual reasoning. What is relevant, they say, are physics,
morality and probability, which people can take into account in a
unified representation of modality. People grasp that an assertion, such
as:
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94. You can’t do that

could refer to a physical impossibility, a moral impossibility, a prob-
ability, or to an admixture of them. They therefore adopt Kratzer (1981)
approach of a single underlying formal semantics based on possible
worlds (see Appendix B). They recognize that people focus on only
certain possibilities, and so they envisage a function that maps an actual
situation onto a set of possibilities, and then a further function that puts
them into an order of likelihood. The result is that the set of possibilities
excludes improbabilities and violations of physics or morality. But,
consider such a set of possibilities for a coin toss. The coin can vary in
dimensions, inscriptions, and trajectories. So, there remains a potential
infinity of different ways in which the coin toss occurs. We have arrived
back at possible worlds that are too vast to be a plausible semantics for
modality. The model theory, in contrast, has a finite semantics, an al-
gorithm for reasoning, and allows that possibilities concern more than
physics and morals, e.g., deontic modalities can refer to rules of games
and social conventions (Bucciarelli, Khemlani, & Johnson-Laird, 2008).

Many questions remain about the model theory and call for new
lines of research. One such line is the theory’s prediction about such
inferences as:

95. You may have the soup or the salad, or both.
Therefore, you may have the soup.

They are valid in the model theory, because the premise refers to a
conjunction of possibilities, which includes the one corresponding to
the conclusion. Logicians refer to such inferences as ‘paradoxes’ of free
choice (see Appendix B), because they are invalid in normal modal
logics. However, the model theory makes the same prediction for
epistemic inferences, such as:

96. He may have had the soup or the salad, or both.
Therefore, he may have had the soup.

We are investigating these inferences.

Another line of research needs to consider assertions, such as:
97. You ought to see Hamlet

This sort of assertion is sometimes classified as deontic (e.g.,
Lassiter, 2017, Ch. 8), but it lacks the essential characteristic of func-
tioning as a speech act to create a modal state. It expresses an opinion —
a recommendation based on the underlying semantics of two alter-
natives, and the speaker’s view that the one in which you see Hamlet is
better than the one in which you don’t. It is an open question whether
the model theory can accommodate such modalities.

If possibilities are the foundation of human reasoning, then they and
their cognates should underlie quantified assertions, such as:

98. All the artists in the show were Cubists.
They appear to do so, and to yield inferences, such as:
99. Braque was a Cubist, and so he may be in the show.

Predicate modal logics can analyze such inferences (see, e.g., Girle,
2009), but they inherit all the problems that we have identified for
normal sentential modal logics. Yet, models of quantified assertions
seem to accommodate modal claims in a way that yields such inferences
(e.g., Khemlani, Lotstein, Trafton, & Johnson-Laird, 2015).

Yet another line of research concerns the extension of the model
theory to deal with pre-linguistic infants. They can reason about the
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identity of a toy, making inferences of the sort: It’s A or B; it isn’t A; so,
it’s B. They look longer — a sign of surprise - if they discover that the toy
isn’t B (Cesana-Arlotti et al., 2018). The children seem able to represent
the two possibilities, and to infer that when one is eliminated, the other
possibility is the case. But, it could be that they have an analogous
formal rule of inference. One finding that supports a potential extension
of the model theory is that older children from different cultures are
able to prepare for alternative future possibilities (Redshaw et al.,
2019). In sum, although the model theory has empirical support, sev-
eral lines of research need to be pursued in order to test its potential
extensions.

7. Conclusions

The model theory postulates that the meanings of possible and its
cognates refer to small finite numbers of alternatives. Knowledge can
interpret them as alethic relations, which include allowing and causing.
It can interpret them as deontic permissions or obligations, which
speech acts can create. And it can interpret them as epistemic possibi-
lities or certainties, which are probabilities with or without numbers.
The meaning of ‘or’, ‘if ... then ..., and other sentential connectives,
refers to conjunctions of models of possibilities that hold in default of
knowledge to the contrary. All these interpretations have mental
models (in system 1) supporting intuitive inferences, which can be
fallacious. Deliberation can flesh out mental models into fully explicit
ones (in system 2), which correct the fallacies. The patterns of modal
reasoning corroborated the theory’s predictions, including the accep-
tance of inferences invalid in all normal modal logics, and the rejection
of inferences valid in all of them. Because the model theory embodies
finite limitations on representations, it is broader and perhaps more
plausible than other accounts.

Can possibilities be the foundation of human reasoning? As we
know to our cost, the hypothesis is too incredible for many theorists to
believe. Yet, its predictions are borne out so far, both in pre-existing
evidence and in new experiments that the theory inspired. There may
be infinitely many possible worlds whose denizens reason on the basis
of normal modal logics. We have discovered that the real world is not
amongst them. Some other as yet unknown mechanism may underlie
modal reasoning, but it appears to depend on finitary models of pos-
sibilities. Perhaps, as Sherlock Holmes remarked about a different
matter, it is more than possible.
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Appendix A. Logic and modality

Modal logic is the logic of possibility and necessity, and goes back to Aristotle’s Prior Analytics (Barnes, 1984). Not all logicians accept it. Frege
(1879/1967) in formulating modern logic rejected it, because possibilities depend on knowledge. His contemporary, Peirce, who formulated an
independent version of modern logic, embraced modality (Peirce, 1931-1958, Vol. 5, paragraph 510, see also Sowa, 2018). Logicians went on to
explore alternative sets of axioms yielding different modal logics (e.g., Lewis & Langford, 1932). They also distinguished between ‘proof’ theory,
which is a formal system of rules for deriving proofs, and ‘semantic’ theory, which determines the meanings of logical terms and validity (Tarski,
1936/1956).

The simplest normal modal logic, system K (for Kripke), has both a proof theory and a semantic theory. The system is sound because all its proofs
are valid inferences; and it is complete because all its valid inferences have proofs. Other logics are not complete, such as the logic of arithmetic. In
normal modal logics such as K, sentences refer to possible worlds. So, a sentence, such as:

Al. It is possible that it is raining in Manhattan.

is true if, in turn, it is true in at least one relevant possible world that it is raining in Manhattan.
So, in general:

A2. OA in world w

which denotes possibly A holds in world w, is true if sentence A is true in at least one possible world relevant to w. Each possible world relevant to the
real world is therefore vast, because each sentence about the real world is either true or false in it. The sentence:

A3. A in world w

which denotes necessarily A holds in world w, is true if sentence A is true in all possible worlds relevant to w. Relevance, or ‘accessibility’ as it is often
known, has by design different definitions. A relevant world for w can refer to a world that is conceivable in w given knowledge (for epistemic logics),
to one that occurs in a future from w (for temporal logics), or to one that has the same principles for permissions and obligations as w (for deontic
logics). Modal logics burgeoned after the discovery that different definitions of relevance correspond to different axioms in proof theory (e.g., Kripke,
1963). Interest in them has spilled over into artificial intelligence (Meyer & van der Hoek, 1995) and into systems of nonmonotonic reasoning for
modality (McDermott, 1982).

All normal modal logics contain the sentential calculus, which deals with connectives akin to ‘if’, ‘or’, and ‘and’. Their meanings are treated as
truth-functional in that whether sentences containing them are true or false depends only on the truth or falsity of the clauses they connect. These
meanings can be spelt out in a ‘truth table’ showing the truth or falsity of a compound sentence for each of the cases depending on the affirmation or
negation of each of its clauses, i.e., its partition. So, an inclusive disjunction of the sort, A or B, or both, has the following truth table, where not-A
denotes the negation of A:

Case Truth value of A or B, or both
A and B True
A and not-B True
not-A and B True
not-A and not-B False

Likewise, in sentential logic, If A then B corresponds to the material conditional, symbolized as: A — B. Its truth table stipulates that it is true in three
cases in its partition: A and B, Not A and B, or Not A and not B, and that it is false only in the case of A and not B.

The proof theories for all normal modal logics add to axioms (or equivalent rules of inference) for the sentential calculus those for the modal
operators, possible and necessary. These logics have names, such as “system T”. Their semantic theory, however, cannot be based on truth tables;
otherwise, [JA would be equivalent to A. Instead, it is usually based on possible worlds and on a set of assumptions about relevance. Which
inferences are valid therefore differ from one system to another. System K, the simplest modal logic, makes no assumptions about relevance. It
underlies an infinite family of normal modal logics. Like its descendants, system K treats the two modal operators as interdefinable using negation:

A4. A is possible if and only if not-A isn’t necessary.
A is necessary if and only if not-A isn’t possible.

System K posits the following rule of inference, or its equivalent axiom:
A5. [J(A — B). Therefore, ((JA — [B).

In other words, the necessity of if A then B implies that if A is necessary then B is necessary. Other equivalent ways exist to formulate this axiom. System
K, however, is an implausible candidate for human reasoning, because in daily life a necessary conclusion is the case:

A6. JA—A

This principle cannot be proved in system K, so it is added as an axiom to K to create system T. The axiom (A6) corresponds to the semantic
assumption that each possible world is relevant to itself, i.e., the relation of relevance is reflexive. Hence, what is necessary in world w holds in world
w.

Various deontic logics exist (e.g., van Fraasen, 1973; Lewis, 2000). A principle that they eschew is that what is obligatory occurs — people do not
always do what they ought to do, and so these logics exclude axiom T (in A6). But, they do include the axiom that any obligatory action is
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permissible:
A7. [JA — OA - if A is obligatory then A is permissible.

This principle added to system K, but without axiom T, yields deontic system D.
In colloquial English, a sentence can contain several modal operators, e.g.:

A8. Perhaps it’s possible that it may rain.
It could be symbolized as:
A9. oo ¢rains.

But, suppose that what is possibly possible is possible. This principle is embodied in system S5,
which is based on T, and is therefore in K’s family. S5 collapses strings of modal operators into the final one in a string, e.g.:

Al10. 000A — OA

As a consequence, S5 has just six modalities: [JA, 0A, A, and their respective negations, where A denotes a factual sentence, which is either true or
false in the world to which it refers, irrespective of other possible worlds. A logic could allow that three modal operators such as ¢00A imply two
OOA, but not that two modal operators imply one ¢A. This principle can be extended upwards, so that n operators imply n — 1 operators, but no
further, where n is any natural number, e.g., a string of 15 operators in a sentence imply one with 14 operators, but no further reductions in their
number are allowed. It follows that there is a countable infinity of distinct normal modal logics.

Appendix B. Modality in linguistics

The most influential studies are due to Kratzer, who analyzed German modal auxiliary verbs, for which she proposed a common underlying
semantics of ‘possible worlds’ for their different interpretations (Kratzer, 1977, 1981, 1991, 2012). She argued for a common invariable kernel in the
meaning of ‘must’ whether it is used to make a deontic, epistemic, or other sort of claim (see also Johnson-Laird, 1978). This commonality can be
brought out in paraphrases referring to the conversational context that constrains interpretations, e.g.:

B1. In view of the tribal duties, children must learn the name of their ancestors.

The italicized phrase makes explicit the context of the subsequent clause. Kratzer postulates that the proposition that a sentence expresses in its
context is the set of possible worlds in which it is true. Knowledge is itself a set of propositions, and so it too can be captured in possible worlds: a
function assigns to each possible world those propositions that are known in that world (cf. Hintikka, 1962).

In later studies, Kratzer (2012) noted the subtle effects of different conversational backgrounds on the interpretation of epistemic ‘must’. Some
assertions, but not all, commit the speaker to the truth of the proposition within the scope of the modal (von Fintel & Gillies, 2010), e.g.:

B2. Given the article in the Hampshire Gazette, Higgins must have been re-elected.

This issue has generated a large literature, relating to the use of ‘must’ to reflect an inferred proposition, as in the previous example, or else its use to
refer to direct evidence, e.g.:

B3. You must have a cold. Your nose is dripping.

But, necessity need not make a factual claim: you must be the plumber makes a weaker claim than you are the plumber (Karttunen, 1972; Steedman,
1977; but cf. von Fintel & Gillies, 2010).

Kratzer (2012) crucial insight is that epistemic possibilities are on scale, i.e., they are gradable, and so a possibility can be ‘slight’ or ‘good’, and it
can even be ‘probable’ (see also White, 1975). Not all modal terms can be qualified in this way (Portner, 2009). The standard probability calculus
cannot assign probabilities to possibilities. So, in an earlier version of her article, she treated these grades as orderings on relevant possible worlds; in
the later version, she showed — following Lewis (1981) — how numerical probabilities ranging from 0 to 1 can emerge from a grading of possible
worlds. She also points out the existence of non-numerical, though graded, probabilities (echoing Keynes, 1921). To paraphrase her possible-worlds
semantics (Kratzer, 2012, p. 40):

B4. A proposition is a possibility in a world, w, with respect to its conversational background and a source for grading worlds if, and only if, its
negation is not necessary in w.

Hence, modal propositions depend on three arguments: a sentence, its conversational context expressible in the sentence itself, and the source of its
grading.

Graded modals have a magisterial treatment in Lassiter (2017). He argues that scales can have upper or lower bounds, or both, and that rank
order, interval, and ratio scales, have increasing arithmetical properties in ways analyzed in psychology (e.g., Stevens, 1946; Krantz, Luce, Suppes, &
Tversky, 1971). Hence, the scale for certain deontic modals has neither upper nor lower bounds, and is a sort of interval scale, whereas the scale for
epistemic modals has both upper and lower bounds and is a ratio scale. He introduces a theory of the translation between qualitative and quantitative
scales. (For an independent algorithm that translates qualitative into quantitative probabilities, see Khemlani et al., 2015). An assertion such as:
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B5. Rain is exactly twice as likely as snow

shows that ‘likelihood’ has a ratio scale akin to the ordinary numerical scale of probability.

To treat epistemic possibilities as scalar is either to repudiate its traditional ‘all-or-nothing’ interpretation, as Lassiter does, or else to argue that
this latter interpretation can be coerced into a scalar one. The evidence for its scalar nature is the validity of inferences, such as the one in example
(2) at the start of our paper, and the similar lower bound of impossibility for both possibility and probability. So, Lassiter argues, epistemic
possibilities and probabilities share a common scale.

Lassiter (2017, Ch. 3) repudiates possible-world semantics for the scale: it does not work for ‘probable’. For example, Kratzer’s semantics for
epistemic modals implies the validity of the following dubious inference:

B6. It is as likely that Bill will do action A as action B.
It is as likely that Bill will do action A as action C.
Therefore, it is as likely that Bill will do action A as action B or action C.

Lassiter also argues against a unified semantics across different interpretations of modals, because deontic and epistemic necessities differ in their
logical properties (see the difference between systems T and D in Appendix A.). Lassiter does not propose a semantics for modals, but he leans
towards a probabilistic account (e.g., Oaksford & Chater, 2007). He carries out experiments to test his hypotheses, and, unlike theorists who rely on
possible worlds, he argues that the language of modality has a close relation to the mental representations that underlie reasoning (Lassiter, 2017, p.
259).

One other development in linguistics presages the model theory. A long-standing puzzle in deontic logics is so-called ‘free choice’ inferences from
permissions, such as:

B7. You may have the soup or the salad, or both.
Therefore, you may have the soup.

In deontic logics, this inference is invalid, whereas it is converse is valid (Cariani, 2017; von Wright, 1969). Zimmermann (2000) proposed a
solution: the meanings of disjunctions are equivalent to conjunctions of alternative possibilities. So, the premise in (B7) means in effect:

B8. You may have the soup and you may have the salad and you may have both.Geurts (2005) amended and extended this account so it applied to
deictic and epistemic disjunctions and conditionals. But, both these accounts have a serious problem with negation. A disjunction without modal
clauses, such as:

B9. Gray is professor or a judge or both

implies a conjunction of three possibilities. But, its negation means that Gray is neither a professor nor a judge, and naive individuals concur
(Khemlani et al., 2014). But, the negation of a conjunction of the three possibilities to which (B9) is supposed to refer is as follows:

B10. It is not the case that Gray may be a professor and that he may be a judge and that
he may be both.

It means that at least one of the possibilities is false, and not necessarily that all three of them are. Geurts tries to explain the problem away by
distinguishing between speaker’s content, which commits the speaker ‘to an opinion, a desire, a course of action, or whatever,” and factual content,
which demarcates ‘the domain within which such commitments holds.” Speaker’s content treats disjunctions as conjunctions of possibilities whereas
factual content treats them as logical disjunctions. The proposal is at best ad hoc. For instance, the negation in the following assertion:

B11l. In my opinion, it’s not true that Gray is either a professor or a judge or both.

should have speaker’s content, and yet it calls for the logical interpretation of factual content. In following in Zimmermann’s and Geurts’s footsteps,
the model theory solves the problem of negation without an appeal to two sorts of content (see 3.3.).

Appendix C. The construction of models

The model theory postulates that a parser builds up models in a compositional way in which each rule in the grammar has a semantic principle
that constructs interpretations, depending ultimately on the meanings of words or morphemes. Mental models, which underlie intuitive reasoning (in
system 1), take into account the principle of truth (56): each mental model represents only those clauses in a premise that are true in the model. Fully
explicit models, which underlie deliberative reasoning (in system 2), represent the status of each clause in the premise in all the models. All
sentential connectives have meanings based only on only conjunction and negation. For instance, an exclusive disjunction A or else B, in which both
clauses cannot be true, is defined to have the models shown in Table 2, where capital letters, such as, A and B, denote simple clauses or compound
clauses that contain sentential connectives, and not-A denotes the negation of A. For fully explicit models, the meaning of the exclusive disjunction
above is therefore:

A and not-B
Not-A and B

We now explain informally how to form the conjunction, and, of two sets of models and how to form the negation, not, of a set of models.
The conjunction of models does double duty, because it is used to interpret connectives, and to combine the models of separate premises. If one
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element in a model contradicts its occurrence in the other model, there is no need to conjoin the two models, because they contradict one another.
The same applies if one model contains an element missing from the other, which is in the set containing this other model. The missing element, a, is
then equivalent to its negation, —a. This procedure should become clearer in an example. The following premises are both exclusive disjunctions:

C1. Either the apple is on the table or else the banana is on the table.
Either the apple is on the table or else the banana is not on the table.

The process of making a conjunction of their respective mental models has two steps:-
1. Write down the mental models for both premises (see Table 2 in the main text). The models for the first premise above are in abbreviation:
a
b
and those for the second premise are:
a
-b
where ‘=’ denotes negation.
2. Make the pairwise conjunctions of the two sets of models, bearing in mind the treatment of missing elements and contradictions. There are four pairwise conjunctions in our

example:
First premise Second premise
a and a yields a
a and —b do not conjoin (as —b is in a model missing a)
b and a do not conjoin (as is b in a model missing a)
b and —b do not conjoin (as b contradicts —b)

The resulting model is therefore:
a
The process for fully explicit models is similar:-
1. Write down the fully explicit models for each premise (see Table 2 in the main text). So, they are, respectively:

First premise Second premise
a -b and a b
-a b -a -b

2. Make the pairwise conjunctions of the two sets of models, bearing in mind the treatment of contradictory elements. There is no need to conjoin such models, because the result
would be nil, the null model. It is represented only if the conjunction of two sets yields no other sort of model:

First premise Second premise
a -b and a b do not conjoin (as — b contradicts b)
a -b and —a —b do not conjoin (as a contradicts —a)
-a b and a b do not conjoin (as —a contradicts a)
—a b and —a —b do not conjoin (as b contradicts = b)

Because no conjunction yields a model, the overall model of the premises is therefore:
nil
The mental models yield the model, a, but the fully explicit models show that this model is erroneous, and that the premises contradict one another, yielding the null model.
The negation of a set of models takes into account default possibilities. Consider, first, the affirmation of an exclusive disjunction:

C2. Either A or else B.

It refers to a conjunction of two default possibilities, which have the fully explicit models:

a -b
—a b
If further knowledge shows that A is impossible, it eliminates the first of these possibilities, but it does not refute the conjunction of possibilities,
because each possibility holds in default of knowledge to the contrary. Only if knowledge refutes both possibilities is the disjunction false, and so its
models call for negation. The partition for one or more assertions is the set of all possible cases based on the affirmation and negation of the simple
clauses in the assertions. So, the partition for (C2) has the set of models:

a b
a -b
—a b
-a -b

The negation of (C2) eliminates its models above from the partition, and yields the remainder:
a b

-a -b
In short, the negation of (C2) yields the complement of its set of models. An assertion that is a self-contradiction, such as:
C3. Both A and not-A
yields the null model: nil. And a premise that denies a self-contradiction:
C4. Not both A and not-A
is a tautology, which is bound to be true, and so the negation of nil is T, which stands for a tautology, and the negation of T is nil.

The mechanism for modulation, which is implemented in mSentential (see Khemlani et al., 2018), uses fully explicit models in knowledge to alter
the interpretation of sentential connectives. It can block the construction of models of possibilities and it can add relations between their elements.

17



P.N. Johnson-Laird and M. Ragni

Consider the assertion:

C5. If it’s raining then it’s pouring.

Cognition 193 (2019) 103950

Without modulation, its interpretation allows for the possibility that it is not raining and pouring. But, you know that pouring implies raining. This

knowledge can be represented in fully explicit models as:

pouring
- pouring
— pouring

raining
raining
—raining

The conjunction of these models with the three models for C5 yields a biconditional interpretation:

raining
—raining
which rules out the possibility that it is pouring but not raining.
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