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PERSPECTIVE
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Today, chatbots and other artificial intelligence tools pass the Turing test, which was Turing’s alternative to 
trying to answer the question: can a machine think? Despite their success in passing the Turing test, these 
machines do not think. We therefore propose a test of a more focused question: does a program reason in 
the way that humans reason? This test treats an “intelligent” program as though it were a participant in a 
psychological study and has 3 steps: (a) test the program in a set of experiments examining its inferences, 
(b) test its understanding of its own way of reasoning, and (c) examine, if possible, the cognitive adequacy 
of the source code for the program.

Most computer people know of the Turing test [1]. Turing devised 
it as an alternative to the question: can machines think? In the 
standard test, you communicate from a terminal to a human and 
to a computer program, and your task is to identify which is which 
from their answers to your questions. If you cannot do any better 
in this task than in the analogous task of deciding which is which—a 
man and a woman similarly communicating with you—then the 
program passes the test. To cognitive scientists, the test fails to 
address thinking—and Turing knew that it did. Various chatbots 
pass the test. For example, one of us (P.N.J.-L.) was sent a text, and 
thought its author was a human plagiarist. However, it was the 
output of a program using a large language model. Given that such 
algorithms do not reason in the way that humans do, the Turing 
test and any others it has inspired are obsolete.

We propose to replace the Turing test with a more focused 
and fundamental one to answer the question: do programs reason 
in the way that humans reason? The mechanisms of human rea-
soning are controversial in cognitive science, but the theory of 
mental models, e.g., [2,3], has led to experiments showing that it 
is not based on any standard logic. Here are 3 tell-tale cases:

• Humans infer possibilities from compound assertions [4], 
e.g., inferences of the sort:

It is cold or cloudy.
Therefore, possibly it is cold.
It is sensible, but it is invalid in all standard modal logics, 

which deal with possibilities.
• Humans reject logically valid inferences if they refer to a 

possibility for which premises provide no support [4,5], e.g.,
Possibly it is hot.
Therefore, possibly it is hot or humid or both.
• Humans condense consistent possibilities into one [6], again 

contrary to all standard modal logics, e.g.,
Few customers ate steak or sole.
Therefore, few customers ate steak.
If “few” is replaced with “most”, reasoners reject the infer-

ence. Indeed, logic cannot predict what conclusions humans 
will infer. That is because any premises validly imply infinitely 

many different conclusions (i.e., conclusions that are true in 
all cases in which the premises are true). The theory of men-
tal models in sum is this: people build mental models of the 
possibilities to which premises refer and tend to draw con-
clusions that hold in at least one of these possibilities without 
excluding any of the other possibilities to which they refer 
(see https://www.modeltheory.org/). Likewise, standard log-
ics have no procedure for withdrawing a valid conclusion. 
To use the jargon: logic is monotonic; everyday reasoning is 
non-monotonic, because each possibility referred to by, say, 
a disjunction holds in default of knowledge to the contrary. 
Therefore, each model of a possibility can, in principle, be 
withdrawn, but at least one possibility must hold for the dis-
junction to be true.

Evidence from experiments corroborates the model theory, 
and programs simulate all its essentials, which go much further 
than our sketch here [7–10]. How can we convert the theory into 
tests to answer our fundamental question? Many of the pertinent 
tests depend on the difference between sensible inferences that 
follow from mental models and inferences that are valid in stand-
ard logics but nonsensical; e.g., It is raining; therefore, it is raining 
or there is a rhinoceros in your bath, or both. The answer to our 
fundamental question can be obtained by a straightforward pro-
cess consisting of 3 steps:

1. Test the program in a series of psychological experiments 
about reasoning

These experiments should be those, such as the examples cited 
above, for which human reasoning differs significantly from logic. 
If the program differs from humans, we have answered the ques-
tion. It does not reason like a human. However, if its performance 
does not differ significantly from human reasoning, we go to the 
second step.

2. Test the program’s understanding of its own way of 
reasoning

These experiments should call for the program to “intro-
spect” on its own performance. Here is an example:

Please answer the following question:
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If Ann is intelligent, does it follow that Ann is intelligent or 
she is rich, or both?

If the program rejects this inference (as humans do) even 
though it is logically valid, then the next question is:

Why do you think that the inference does not follow?
A sign of human-like reasoning is this sort of answer:
Nothing in the premise supports the possibility that Ann 

is rich.
If the program passes this test, the third step is analytic.
3. Examine the source code for the program
If it contains the same major components of the programs 

that are known to simulate human performance, that evidence 
is decisive. These components include an intuitive system for 
rapid inferences, a deliberative system for more thoughtful rea-
soning, including the withdrawal of conclusions that evidence 
refutes, and a system for modulating the interpretation of terms 
such as “or” as a consequence of their context and general knowl-
edge (e.g., [8]). If it relies instead on some sort of deep learning, 
then the answer is equivocal—at least until another algorithm 
is able to explain how the program reasons. If its principles are 
quite different from human ones, it has failed the test.

In sum, we propose to replace the original Turing test with 
an examination of a program’s reasoning. We treat it as a par-
ticipant in a series of cognitive experiments, and, if need be, we 
submit its code to an analysis that is an analog of a brain-imaging 
study.
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